
deriving risk estimates that are applicable to
a general population.

Is this a real problem? The work of
Straume et al.1 and others5,9 indicates that
there are unlikely to be appreciable system-
atic inaccuracies in the DS86 dose estimates;
however, random errors in the dose esti-
mates for individuals still exist. For example,
the bomb survivors’recall of their position in
the two cities at the times of the bombings
was inevitably imprecise. Interestingly, if
these random individual errors are taken
into account, the selection findings of
Stewart and Kneale14 largely disappear15.
Moreover, the cancer risks derived from 
survivor data are statistically consistent 
with those observed in groups exposed occu-
pationally16,17 and medically2,18. So, despite
individual errors, the collective data from 
the survivors of the atomic bomb are likely 
to remain a valuable predictor of the risks 
of ionizing radiation. ■
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technology that has been developed to detect
trace amounts of the long-lived nickel
radioisotope 63Ni, which is produced from
copper atoms by high-energy neutrons.
Straume and colleagues have detected infor-
mative quantities of 63Ni in copper samples
taken as far away as 1,500 metres from the
Hiroshima bomb,and their new calculations
of neutron exposure agree with the DS86
estimations over these wide distances.

Closer to the centre of the explosion
(around 380 metres), the DS86 estimations
may indeed have been wrong. The 63Ni mea-
surements suggest that actual exposure at
this distance was around 35% less than 
predicted, a finding that is supported by 
the earlier measurements in the sulphur
samples5.But because most of the Hiroshima
survivors who suffered appreciable exposure
were between 900 and 1,700 metres from the
explosion5, this discrepancy is of largely 
academic concern.

Taken together with previous validations
of the estimated g-ray doses5, and of the
Nagasaki neutron doses9, it is now clear that
the DS86 dose estimates correctly reflect all
components of radiation dose in the two
cities. So where does this leave the measure-
ments of the low-energy neutrons that 
initiated these investigations? Embarrass-
ingly, recent re-analyses of these data suggest
that if background radiation is taken into
account (which the original analyses did 
not do), then the discrepancy with DS86
largely disappears10,11.

What are the implications of the new
study for risk estimates? One implication is
clear: Straume et al.1 have confirmed that
neutrons accounted for only 1–2% of the
total radiation dose received by the sur-
vivors of the atomic bomb (although after
accounting for their greater biological effec-
tiveness relative to g-rays2, the proportion 
of the total dose becomes 10–20%), so we 
cannot derive any useful information about
the risks associated with neutron exposure
from the Hiroshima bombing12,13. But on
the positive side, we now have more con-
fidence both in the estimates of the total
radiation output from the Hiroshima
bomb, and in the calculations of radiation
transport through the air. We also have
greater confidence in determinations of the
relative proportions of g-ray and neutron
radiation to which the survivors were
exposed. Will predictions of the risks asso-
ciated with g-radiation therefore become
more reliable? Arguably yes, but the atomic-
bomb data remain contentious as a source of
risk estimates for reasons that are largely
independent of the dosimetry. Stewart and
Kneale14 maintain that the survivors of the
Hiroshima and Nagasaki bombings are
highly ‘selected’, with the degree of selection
depending on age as well as the dose of
radiation. They argue that such selection
invalidates the use of the survivor data for

Global change

South dials north 
Thomas F. Stocker

Climate is greatly influenced by ocean circulation in the North Atlantic.
But warming episodes, as glacial conditions turned into interglacials,
may have been triggered by events far to the south.

The Earth’s emergence from the grip of
the last ice age took about 10,000
years and was a rough ride. Cycles of

rapid warming and cooling preceded a final
period of warming, and entry into the cur-
rent interglacial, from about 10,000 years
ago. The dominant player in these events is
thought to have been the North Atlantic
thermohaline circulation, which transports
massive amounts of heat northwards from
the tropics, and the effect on that circula-
tion of perturbations in the North Atlantic
itself1. But might the crucial dials that con-
trol this system be elsewhere? On page 532
of this issue, Knorr and Lohmann2 present 
a modelling study which shows that slow
climate changes in the Southern Ocean
around Antarctica (Fig. 1) can influence
events in the North Atlantic. Those changes,
it seems, may have been ultimately respon-
sible for the abrupt warmings recorded in
the Northern Hemisphere.

The Atlantic thermohaline circulation is
mainly driven by density differences in 
bodies of water, density being determined by
temperature and salinity. Warm water flows
north from the tropics, cooling and sinking
as it approaches high latitudes to become 
a return flow at depth as North Atlantic 
Deep Water3. The traditional view, based on 

studies of how this ‘meridional circulation’
can collapse, is that bursts of fresh, less dense
water from melting northern ice sheets or
background noise in the North Atlantic 
trigger instabilities that cause it to weaken 
or shut down4,5.

Knorr and Lohmann2 have looked
instead at how this circulation can resume
after being stalled. They find that, once a
threshold is reached, slowly increasing sea
surface temperatures around Antarctica and
receding sea-ice cover lead to the North
Atlantic thermohaline circulation being
rapidly switched on. The abrupt increase 
of meridional heat transport by the ocean
causes a sea surface warming of up to 6 7C 
in the northern North Atlantic within a few
decades. These results constitute significant
progress in climate studies. They show that
slow changes in the south can have abrupt
and far-distant consequences, and they link
processes operating on scales of thousands of
years (such as alterations in Earth’s orbital
parameters) with the faster changes occur-
ring in, for example, the thermohaline 
circulation or ice-sheet discharges.

Knorr and Lohmann’s climate model is a
comparatively simplified one which is effi-
cient for investigating processes associated
with deep-ocean circulation and its long
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adjustment time. But it largely omits ocean
interactions with atmospheric dynamics,
particularly with the hydrological cycle.As in
many models, the Atlantic thermohaline cir-
culation exhibits hysteresis behaviour when
affected by freshwater fluxes — that is, the
route taken to an end point is not the same as
the return route to the starting point, and
this property is at the heart of the mechanism
described by Knorr and Lohmann. Here,
hysteresis implies that,within a certain range
of heat and freshwater exchange between the
atmosphere and ocean, the thermohaline
circulation can be either weak or strong.

In the authors’experiments,ocean surface
parameters south of 307 S are modified slowly
from those of glacial conditions to those 
characteristic of the present interglacial (sea
surface temperatures increase and sea ice
retreats). Both effects decrease the density 
of surface waters and, because of Earth’s 
rotation, the Antarctic Circumpolar Current
accelerates. This increases the return flow of
near-surface waters into the South Atlantic via
paths that affect the salt balance of the Atlantic
basin6. Northward motion of water masses
also increases in the North Atlantic, bringing
denser, salty waters from the tropics into the
‘sinking’ regions at high latitudes, where they
eventually kick-start thermohaline circula-
tion and meridional transport of heat.

Another mechanism of distant triggering
of thermohaline circulation in the Atlantic
has been proposed7,8, invoking injection of
fresh water from the Antarctic ice sheet. In
consequence, the density of deep and inter-
mediate waters from Antarctica, which 
compete with North Atlantic Deep Water,
is reduced, ultimately accelerating the 
thermohaline circulation9. This mechanism

may also be active in Knorr and Lohmann’s
simulations: in their model, at 307 S, most of
the Atlantic Ocean below a depth of 500 m
becomes fresher, and hence less dense, when
the surface conditions around Antarctica are
forced to change.

The North Atlantic thermohaline circu-
lation is known to be vulnerable to pulses of
melt water into, or close to, the areas where
deep water forms at high latitudes, and this
can shut down deep-water formation4,
with possible global implications through
the operation of the ‘bipolar seesaw’10. In 
this mechanism, an abrupt cooling in the
north, caused by the shut-down of the
thermohaline circulation, would initiate a
slow warming in the south.Given these over-

news and views

NATURE | VOL 424 | 31 JULY 2003 | www.nature.com/nature 497

all results2,7,8, however, it seems that reactiva-
tion of that circulation is likely to stem from
events in the far south: by southern warming
and increased northward advection of salt at
the surface;or by a reduction in the density of
deep waters of southern origin entering the
Atlantic Ocean at depth, so giving way to
enhanced formation of North Atlantic Deep
Water. An overall, speculative view of events
between 20,000 and 10,000 years ago is
shown in Box 1.

Other distant effects have been proposed
as triggering abrupt change in the North
Atlantic. For example, shifts in the frequency
and amplitude of the El Niño–Southern
Oscillation (ENSO) in the tropical Pacific
could alter the freshwater budget of the 

The upper and lower panels here
show high-pass filtered ‘proxy’
temperature records from ice cores
in Greenland12 and Antarctica13,
respectively, indicating the abrupt
coolings and warmings between
20,000 and 10,000 years ago,
superimposed on the general
warming trend that characterized
the transition from glacial to
interglacial conditions. The centre
panel shows the inferred courses of
events in the north and south.

(1) About 18,000 years ago,
changes in Earth’s orbital
parameters initiate the end of the
ice age through increased solar
radiation. (2) Fresh water from
melting northern ice sheets shuts
down thermohaline circulation 
in the North Atlantic. (3) A ‘seesaw’

mechanism (grey arrow), which
connects the polar regions north and
south10, enhances warming in the
south. This warming turns on the
thermohaline circulation in the
Atlantic rapidly, by both (4) a surface
advection of saline waters2 and (5) a
large-scale discharge of melt water
in the south14, which reduces the
density of deep water masses
formed around Antarctica7,8.

The north is now in a warm
phase, and the seesaw produces (6)
the cooling seen in Antarctica from
around 14,000 years ago15, and also
accelerates melting of northern ice
sheets, which reduces the Atlantic
thermohaline circulation and triggers
an abrupt cooling in the north (7).
This stimulates, again by the seesaw,
southern warming (8). Finally, the

southern warming turns on the
thermohaline circulation in the North
Atlantic, leading to the final warming
in the north (9) that marks the
beginning of the current interglacial.

The grey vertical arrows indicate
the operation of the seesaw. The

red and green arrows indicate the
two different mechanisms2,7,8 that
emerge from modelled simulations
of climate, and that are proposed to
be the southern cause of switching
on the thermohaline circulation in
the North Atlantic. T.F.S.
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Box 1The rough ride through deglaciation

Figure 1 Southern perspective: a satellite view of Antarctica and the Southern Ocean. Knorr and
Lohmann’s study2 suggests that events in this region could have triggered warming in the north.
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tropical Atlantic, and so influence thermo-
haline circulation in the north of the ocean11.
But these mechanisms will remain specula-
tive as long as we lack adequate temperature
reconstructions or other estimates of ENSO
strength during deglaciation. All in all, the
tropics are probably the biggest wild card 
left in the game of understanding abrupt 
climate change.

This point takes us back to a limitation 
of Knorr and Lohmann’s study2. Because
atmospheric dynamics are neglected,
changes of ocean circulation patterns and
their effect on atmosphere–ocean heat
exchange and the freshwater balance through
the hydrological cycle cannot be accounted
for. So the next steps will be to perform exp-
eriments using more comprehensive models
to test the importance of the processes that
these authors have identified. ■
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biologists ever since it was recognized in
1874 (for a historical review,see ref.2).Nearly
100 years ago, the Italian embryologist 
Angelo Ruffini first described the appear-
ance of elongated cells — known as bottle or
flask cells — at the onset of the process in
amphibians. Then, in his classic papers on
amphibian gastrulation, Johannes Holt-
freter3,4 claimed that the ability to invaginate
is an innate property of flask cells. Modern
investigations confirm that the number and
arrangement of the flask cells are critical 
factors for proper initiation of invagination.
But, as pointed out by Keller5, what flask cells
do — and how, in a biomechanical sense,
they do it — remains to be elucidated.Volvox
carteri, a much simpler organism, might be
the Rosetta Stone that enables researchers to
unlock the problem.

Volvox is a multicellular green alga (Fig.1)
that exhibits the simplest kind of differentia-
tion — the division of labour between just
two types of cell.The adult organism consists
of about 2,000 mortal somatic cells, which
make up the surface of a hollow sphere, and
16 larger, potentially immortal reproductive
cells just below the surface.The development
of Volvox starts with a single reproductive
cell, which undergoes a patterned sequence
of 11 cell divisions.The first five divisions are
symmetrical, resulting in an embryo consist-
ing of 32 cells of similar sizes. But the sixth
division of the 16 most anterior cells is 

Something quite remarkable happens
to embryos of the multicellular green
alga Volvox carteri: they turn com-

pletely inside out to establish the adult body
plan. This inversion process closely resem-
bles the initial stages of the more complex
gastrulation that occurs in animal embryos
— so Volvox could arguably be considered a
simple model for analysing the principles
that direct such changes in shape. As they
describe in Cell, this idea led Nishii and 
colleagues1 to re-examine and dissect the
process of inversion in Volvox. Their con-
cept helps to explain the biomechanics and
the driving forces behind the curling of a
cellular sheet.

In the embryos of most multicellular 
animals, sheets of cells invaginate during
gastrulation, neurulation and organ forma-
tion. Gastrulation is the central process in
early animal development, and occurs 
during the blastula stage — when the
embryo consists simply of a hollow ball of
cells. It involves complex movements that
carry those cells whose descendants will
form the future internal organs from their
superficial position on the blastula to their
definitive positions inside the embryo. Simi-
larly, neurulation in vertebrates involves a
complicated curling of a cellular sheet to
form the neural tube, which in turn develops
into the central nervous system.

Gastrulation has fascinated developmental
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asymmetric, and results in the production of
16 cell pairs of unequal size. The larger cells
will become the new reproductive cells.

As a result of geometrical constraints, at
the end of the 11 cell divisions the embryo is
inside out with respect to the adult configu-
ration: the large reproductive cells protrude
from the surface, and the bases of the devel-
oping flagella of all the somatic cells point to
the interior of the hollow sphere.So cell divi-
sion is followed by inversion, in which the
curvature of the embryo is reversed to estab-
lish the adult configuration.Development of
Volvox therefore resembles that of classic
models of animal development, such as sea
urchins and nematode worms, in that an
important differentiating cell division is visi-
bly asymmetric, and the adult configuration
is attained by a gastrulation-like event.

How does inversion come about? First,
the phialopore (a slit at the anterior end of
the embryo) widens, and four lips of cells
bend outwards and backwards over the 
adjacent cells — in other words, they curl
outwards. The region of maximum curva-
ture moves progressively towards the pos-
terior pole, until the inverted region almost
surrounds the posterior (non-inverted)
hemisphere. At that point the posterior
hemisphere ‘snaps’ through the opening at
the equator, and the phialopore lips move to
seal the gap at what is now the posterior pole.

Flask-shaped cells that are linked by a 
network of cytoplasmic bridges are the key

Developmental biology

How to turn inside out
Rüdiger Schmitt and Manfred Sumper

The discovery that a molecular motor of the kinesin family is involved in
turning a multicellular green alga inside out might have implications for
similar events in animal development.

Figure 1 Volvox carteri. The adult organism
consists of some 2,000 small somatic cells
located on the surface of a hollow sphere, and
around 16 large reproductive cells just below,
within a transparent extracellular matrix. By a
series of predetermined cell divisions each
reproductive cell will become an embryo that
finally turns inside out by a process called
inversion, to produce a juvenile with all its cells
in the adult orientation.
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