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Abstract

The climate system consists of the five components atmosphere, ocean, cryophere, bio-
sphere and lithosphere. In order to understand climate and its changes on timescales
from decades to several 100,000 years, we need to focus on physical and geochemical
processes particularly in the first four components. This chapter gives an introduction
to the ocean component of the climate system. We first discuss the climatic relevance
of the ocean not only as a thermal regulator but also as an important pacemaker of
climate change. The dynamical principles of the large-scale ocean circulation are pre-
sented, and flow regimes relevant to climatic changes are explained. We then review
results from models and observations that suggest that the cause for abrupt climatic
changes, which are so abundant in the paleoclimatic record, is found in the ocean. The
physical mechanisms for multiple equilibrium states of the thermohaline circulation are
discussed. The ocean is also a pacemaker of decadal-to-century time scale variability.
An overview of the evidence for natural variability based on various proxy data is given
and a first attempt at a classification of mechanisms based on recent modeling results
is made.

1 Climatic Relevance of the Ocean Circulation

The description and understanding of climate change and climate variability depends on
our knowledge of the transport mechanisms and paths of energy, freshwater and substances
through the different components of the climate system. Within a latitude band from about
40◦S and 30◦N the net radiative balance at the top of the atmosphere is positive whereas
it is negative in the higher latitudes (Peixoto and Oort 1992). Thus, energy balance in the
global climate system requires a meridional transport of energy from the equator to the
pole in both hemispheres. The total amount of about 6PW (1PW=1015W) is partitioned
approximately equally among ocean and atmosphere (Figure 1).

While sensible and latent heat are carried in the atmosphere mainly by transient eddies (e.g.,
storms), transport of heat in the ocean is due to entirely different mechanisms as will become
evident in this chapter. Unlike in the atmosphere, the ocean transports heat meridionally
with a specific regional pattern. The depth-integrated meridional heat transport in the
Pacific is nearly antisymmetric about the equator, i.e. heat is transported polewards in
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Figure 1: Annual mean meridional heat transport in the ocean and atmosphere as determined
from the radiative balance at the top of the atmosphere and atmospheric transport calculations.
The oceanic transport is obtained as a residual. [From Peixoto and Oort 1992, based on data from
Carissimo et al. 1985]

both hemispheres (Figure 2). Less significant with respect to meridional heat transport is
the relatively small basin of the Indian ocean. However, there is an interesting aspect in the
Indian ocean in that the meridional heat transport shows a distinctly seasonal behavior due
to the reversal of the Somali current crossing the equator from the north in February-March
and in the opposite direction in fall. This is due to the strong monsoonal activity in this
region.

Figure 2 already indicates the special role of the Atlantic ocean for meridional heat trans-
port. At all latitudes the transport is directed northward with a maximum of about 1 PW
at 30◦N. A simple order-of-magnitude calculation shows that this heat transport cannot be
due to the wind-driven surface circulation. At about 10◦N surface currents in the Atlantic
ocean are known to be relatively weak, but the northward heat transport is still about 1PW.
Taking a conservative estimate of a volume transport of about 20 Sv (1 Sv = 1 Sverdrup†

= 106m3/s) of a weak anticyclonic gyre we require a west-east temperature difference of
about

∆T =
Q

ρcpV̇
≈ 1015W

103 kgm−3 · 4 · 103 Jkg−1K−1 · 20 · 106m3s−1
= 12K. (1)

This is in contrast with an observed annual mean temperature contrast between east and
west of less than 2◦C in the Atlantic at about 10◦N. Therefore, there must be another type
of circulation in the ocean that is much more efficient in carrying large amounts of heat. We
will focus in the following sections on this circulation and demonstrate its prime importance
for the dynamics in the climate system.

Apart from the capability of the ocean to transport large amounts of heat meridionally there

†Sverdrup, in the honour of Harald U. Sverdrup (1888–1957), theoretical oceanographer, director
of Scripps Institution of Oceanography and author of one of the standard books in oceanography
(Sverdrup et al. 1942), is a convenient unit for large-scale volume transport in the ocean. It was
coined by the late Max Dunbar (1914–1995), Professor of Oceanography at McGill University. He
told me that he also proposed the unit Bering, in the honour of Vitus Bering (1681–1741), a Danish
explorer, who found that Asia and America were two separate continents and who charted the west
coast of Alaska, 1Be = 103km3/year; the latter is a common unit in the hydrological literature. The
St. Lawrence River transports about 0.45Be; global run-off is estimated at about 27Be. The unit
Bering, however, was never adopted.
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Figure 2: Annual mean meridional heat transport in the different ocean basins in units of PW (1
PW = 1015 W) determined from the divergence of the surface heat balance. [From Peixoto and
Oort 1992, based on data from Hastenrath 1982]

are a number of feedback mechanisms associated with the surface buoyancy flux. The result
is that the ocean has more than one stable equilibrium state under a given surface boundary
condition. A review is given by Weaver and Hughes (1992) and this paper provides some
more recent references in addition. Transitions between such states are fast and occur on
typical time scales of a few decades. They are therefore prime candidates to explain rapid
climatic shifts that have been observed and documented in many paleoclimatic archives (ice
cores, tree rings, sea and lake sediments, etc.). Broecker and Denton (1989) give a review
of these reconstructions.

2 Dynamics of Large-Scale Ocean Circulation

In this section we explain briefly the most important types of the large-scale ocean circula-
tion and discuss their dynamics on an introductory level. The series of the Oceanography
Course Team (1991) contains a broad but not very detailed introduction into various as-
pects of oceanography and Pickard and Emery (1990) focuses on the description of typical
water masses and their transport paths. A good introduction of circulation theory is given
in Pond and Pickard (1991) (ocean) and Gill (1982) (ocean and atmosphere); Warren and
Wunsch (1981) gives an excellent review on the state-of-the art of physical oceanography
at the time and Pedlosky (1987) is a more advanced and fairly mathematical text on fluid
dynamics in a rotating frame. Pedlosky (1996) provides the most complete and profound
presentation of theories of ocean circulation.

With large-scale we mean horizontal length scales that are typically of the order of a few
1000 km, i.e. they can cover entire ocean basins. To investigate the large-scale flow on
a sphere, it is convenient to formulate the equations of motion on an f -plane or β-plane;
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Figure 3: Geophysical coordinate system with f -plane or β-plane on which a local coordinate system

(x, y, z) is defined. The coordinate system is rotating with angular velocity ~Ω whose z-component
is Ω sinϕ.

spherical coordinates are approximated on a Cartesian coordinate system (x, y, z) whose
origin is fixed at a given latitude ϕ (Figure 3).

The conservation of momentum for the two horizontal directions, neglecting non-linear
terms, read,

∂u

∂t
− fv = −1

ρ

∂p

∂x
+ Fx , (2)

∂v

∂t
+ fu = −1

ρ

∂p

∂y
+ Fy , (3)

where (u, v) are the eastward and northward velocity components, f = 2Ω sinϕ is the
Coriolis parameter, ρ denotes density, p is pressure and Ω is the angular velocity of the
Earth’s rotation. Fx and Fy denote the horizontal components of friction, i.e. sources (e.g.
wind) and sinks (e.g. frictional dissipation) of momentum at basin boundaries or in the
interior.

The conservation equation of vertical momentum is simplified to the hydrostatic equilibrium

0 = −1

ρ

∂p

∂z
− g . (4)

Mass is conserved in the entire fluid, i.e.

∂ρ

∂t
+
∂(ρu)

∂x
+
∂(ρv)

∂y
+
∂(ρw)

∂z
= 0 , (5)

where w is the vertical component of velocity. An equation of state defines the density
field from the fields of temperature and salinity. The density of sea water is dependent on
temperature, salinity and pressure:

ρ = ρ(T, S, p) ≈ ρ0 ·
(

1 + α · (T − T0) + β · (S − S0) + γ · (T − T0)2
)

, (6)

where T0 = 0◦C, S0 = 35psu, ρ0 = 1028.1 kg/m3, α = −5.26·10−5K−1, β = 7.86·10−4 psu−1
and γ = −6.6 ·10−6K−2, see Gill (1982) and Pierce et al. (1995). Equation 6 is an approxi-
mation to the fully pressure-dependent UNESCO equation of state (Gill 1982; Wright 1996).
It is important to note that there is a non-linear term in (6) which is responsible for the fact
that density variations due to salinity changes are stronger at lower temperature. This can
lead to mixing instabilities in that the mixture of two water parcels with (T1, S1) and (T2, S2)
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inertial Coriolis pressure gradient forcing dissipation
∂/∂t fu, fv ∇p Fx, Fy

geostrophic –
√ √

– –
Ekman –

√
–

√ √
Sverdrup –

√ √ √
–

Stommel –
√ √ √ √

Table 1: Depending on the terms which balance in the momentum equations 2 and 3 specific flow
regimes develop. The balancing terms are marked by

√
.

is denser than each of the components: ρ
(

1
2(T1 + T2),

1
2(S1 + S2)

)

> 1
2ρ(T1, S1)+

1
2ρ(T2, S2).

Such mixing instabilities are called “cabbeling” (or caballing) and indications have been
found in high latitude waters (Foster and Carmack 1976; Carmack 1986).

Finally, conservation equations for temperature (energy) and salinity have to be formulated:

∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
= Kx

∂2T

∂x2
+Ky

∂2T

∂y2
+Kz

∂2T

∂z2
+QT , (7)

∂S

∂t
+ u

∂S

∂x
+ v

∂S

∂y
+ w

∂S

∂z
= Kx

∂2S

∂x2
+Ky

∂2S

∂y2
+Kz

∂2S

∂z2
+QS , (8)

where Kx, Ky and Kz are constant eddy diffusivities and QT and QS denote sources–sinks
of temperature and salinity, respectively. They are due to diabatic heating or convective
events or to atmosphere-ocean surface fluxes. Diffusion processes in (7) and (8) are crude
approximations to the real mixing processes. Mixing in the ocean, and in any real fluid, is
due to smaller-scale circulations, eddies and, eventually turbulent motion. The above pa-
rameterisation based on lateral eddy-diffusivity is the simplest possible formulation. Recent
development of better schemes taking into account that water parcels move along isopycnals
(surfaces of constant density) exihibit better agreement with observations. A first approach
was proposed by Redi (1982) and more recent theoretical work also accounts for the effect
of baroclinic eddies on the density field (Gent and McWilliams 1990; Gent et al. 1995) with
promising results in the ocean general circulation models (Danabasoglu et al. 1994).

The seven equations (2)–(8) determine, with suitable boundary conditions, the seven un-
knowns u, v, w, p, ρ, T and S. We now discuss successive approximations to the equations
presented above according to Table 1. We restrict the discussion here on stationary flows
and thus ignore the inertial terms. This implies that we consider time scales longer than
typically a few years.

2.1 Geostrophic Flow

The simplest possible, non-trivial solution of the momentum equations (2) and (3) is the
geostrophic balance, i.e. the balance between Coriolis forces and pressure gradient forces. In
the northern hemisphere, the flow is (counter-) clockwise about a center of (low) high pres-
sure (Pond and Pickard 1991). Away from boundaries and also in the deep interior ocean,
the geostrophic balance is a fair approximation of the time-mean flow. Given the hydrog-
raphy (T (p), and S(p)) of a section, it is straightforward to calculate relative geostrophic
velocities. However, to determine absolute velocities and transports one needs to know
a level of reference, i.e. the absolute velocity has to be known at one level. Surface and
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Figure 4: Illustration of the surface stresses and the resulting acceleration per unit mass due to
friction between two adjacent fluid elements.

bottom are not good locations since the effect of friction disturbs the geostrophic balance
significantly. Often, an arbitrary level of 2000m is assumed to be the ’level of no motion’,
but there are more dynamical methods to determine this (Stommel and Schott 1977).

2.2 Ekman Flow

Close to basin boundaries such as the bottom or the surface or lateral boundaries, the effect
of friction is important. It is the principal mechanism of dissipation of momentum input
into the ocean by the wind at the surface. The presence of this effect is estimated by a non-
dimensional number, the Ekman number, which is the ratio between frictional and Coriolis
acceleration,

E =
frictional acceleration

Coriolis acceleration
=
AU/L2

fU
, (9)

where A is an eddy viscosity, U is a velocity scale and L is a length scale. If E = o(1),
frictional effects cannot be neglected. Close to the ocean surface the vertical eddy viscosity
Az is order 10

−1m2/s, f ≈ 10−4 s−1 and L ≈ 102m which yields E ≈ 0.1 (Pond and Pickard
1991). Therefore, the Ekman flow is important in the top few tens to hundred meters of
the ocean.

We now assume that the velocity field can be separated into a large-scale geostrophic part
(ug, vg) and a part that takes into account the processes of friction, (uE , vE). Upon neglect-
ing the inertial terms we can write eq. 2 and 3,

−fvg − fvE = −1

ρ

∂p

∂x
+ Fx , (10)

fug + fuE = −1

ρ

∂p

∂y
+ Fy . (11)

The frictional forces must now be determined. We assume an inviscid fluid, i.e. fluxes of
momentum in the interior of the fluid are neglected. The resulting body force per unit
mass, Fx, on a fluid element due to horizontal stresses τ onn its surfaces (see Figure 4) is
given by

Fx · ρδxδyδz = (τ(z + δz)− τ(z)) · δxδy , (12)

and hence,

Fx =
1

ρ

∂τx
∂z

, Fy =
1

ρ

∂τy
∂z

. (13)
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Introducing (13) into (10) and (11), and assuming geostrophic balance for ug and vg we
obtain, upon integrating from a depth z = −h to the surface z = 0,

−f
∫ 0

−h
ρvE dz = τx(0)− τx(−h) , (14)

f

∫ 0

−h
ρuE dz = τy(0)− τy(−h) . (15)

Stresses at the ocean surface are due to wind action while interior stresses at a depth −h, (a
few tens to hundred meters) are much smaller and will be neglected for the surface Ekman
layer. The opposite is true for bottom Ekman layers. We now define the horizontal mass
flux vector M according to

M = (Mx,My, 0) =

(
∫ 0

−h
ρu dz,

∫ 0

−h
ρv dz, 0

)

, (16)

and recast (14) and (15) in vector notation:

ME = − 1

f
(k× τ ) , (17)

where k is a unit vector in the z-direction, and τ denotes the surface wind stress vector.
The depth-integrated Ekman mass transport is directed 90◦ to the right (left) with respect
to the direction of the wind stress on the northern (southern) hemisphere. The transport
is increasing towards the equator due to the decrease of the Coriolis parameter.

Equation 17 has important implications, especially at continental boundaries and at the
equator. One example of the former are northward winds along the Peruvian coast. These
winds generate an Ekman transport MEx < 0 away from the coast. Due to mass continuity
this mass must be supplied from below which leads to intensive coastal upwelling in that
region. This keeps the sea surface temperatures about 7◦C colder than a typical zonal
average for that latitude as long as wind stress is present. During El Niño conditions this
wind stress is greatly reduced resulting in a relaxation of the upwelling and a large warming
of the near-surface layers waters follows (Philander 1990). Across the equator the sign of
f changes and for a spatially constant wind stress τ , ME has an antisymmetric singularity
at the equator. Integrating the continuity equation meridionally in a narrow band across
the equator leads to equatorial upwelling.

Taking now the divergence of (17) and recognizing that

∫ 0

−h

(

∂ρu

∂x
+
∂ρv

∂y

)

dz + ρw(0)− ρw(−h) = ∇ ·M+ ρw(0)− ρw(−h) = 0 , (18)

we obtain for the vertical velocity at the base of the Ekman layer

w(−h) = 1

ρ
k ·
(

∇× τ

f

)

, (19)

where we have used the rigid-lid approximation w(0) = 0. Eq. 19 implies that the curl of
the wind stress induces vertical velocities at the base of the Ekman layer. We have also
assumed that the density of the Ekman layer is uniform.
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Assume now an f -plane and a zonal wind stress that increases with latitude, ∂τx/∂y > 0
which leads to downwelling, w(−h) < 0; this is called Ekman pumping, the opposite effect
is referred to as Ekman suction in the northern hemisphere where f > 0. The opposite
is true in the southern hemisphere. Upwelling tends to bow isopycnals (lines of constant
density) upwards, a feature which indeed is observed in the ocean. Slopes of isopycnals
cause horizontal pressure gradients which, themselves, can drive geostrophic flow. This
makes clear that Ekman flow has important implications and can generate large-scale flow
through interior processes in a stratified fluid.

2.3 Sverdrup Balance

The Sverdrup balance is a powerful diagnostic means to obtain a first estimate of the depth-
integrated, large-scale mass transport that results from a given surface wind stress. One
considers the balance of wind stress, Coriolis and pressure gradient forces. We assume a
β-plane, i.e. we take a Taylor expansion of the Coriolis parameter around the latitude ϕ0,

f(ϕ) ≈ f0 +
1

a

∂f

∂ϕ

∣

∣

∣

∣

ϕ0

(y − y0) , (20)

where f0 = 2Ω sinϕ0 and define

β ≡ 1

a

∂f

∂ϕ

∣

∣

∣

∣

ϕ0

=
2Ωcosϕ0

a
, (21)

where a is the Earth’s radius and y0 = a · ϕ0. Balancing the Coriolis, pressure gradient
and friction terms, the momentum equations (2) and (3) read, upon integration from the
bottom z = −H of a flat basin to the surface

−fMy = −
∫ 0

−H

∂p

∂x
dz + τx(0) , (22)

fMx = −
∫ 0

−H

∂p

∂y
dz + τy(0) , (23)

where the bottom stress has been neglected. By differentiating (22) by y and (23) by x and
taking the difference, we obtain

βMy = k · (∇× τ ) . (24)

We have used (18) and w(0) = w(−H) = 0 at the surface and the bottom of the basin.
Eq. 24 is the Sverdrup balance and is valid in regions where frictional dissipation can be
neglected. Note that this transport is due to the β-effect, i.e. the spherical shape of the
Earth. We will see below that this flow can also be understood in terms of the conservation
of potential vorticity. The Sverdrup balance has been used to chart the depth-integrated
volume transport of the major ocean basins (Reid 1994).

Take a typical situation in the middle latitudes in the transition zone between the easterly
and the westerly winds (Fig. 5). The meridional wind stress component is much smaller than
the zonal, whose derivative is positive in the y-direction. Therefore, the Sverdrup transport
is directed to the south at all latitudes of the region in consideration. The Sverdrup balance,
however, is not a solution of the closed basin. This indicates that important processes have
been neglected and further analysis is required.
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?
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Figure 5: A typical mid-latitude zonal wind stress τ causes a depth-integrated flow that is directed
southward. The Sverdrup balance is not a solution of the closed basin and does not resolve the
question whether the flow develops an eastern or a western boundary current or whether the flow
will be east-west symmetric.

2.4 Western Boundary Currents

The problem of the large-scale circulation in a closed basin is now addressed. Judging from
the wind stress one would argue that the flow should be directed towards the east in the
northern half of the basin and towards the west in the southern half of the basin (Fig. 5,
right). Moreover, Ekman theory implies that this wind stress produces Ekman convergence
along the central latitude of the basin. This elevates the sea surface and lowers isopycnals
in the interior resulting in an anticyclonic geostrophic flow. However, it is not clear at all
whether such a flow will be east-west symmetric or whether there will be an intense current
along one or both coast lines.

The Gulf stream has been utilized by travelers and known to oceanographers for centuries,
and it was one of the grand challenges of early physical oceanography to formulate a theory
that explains why such strong currents develop and do so preferentially at eastern conti-
nental boundaries (i.e. western boundaries with respect to the ocean basin). Examples are
the Gulf and Kuroshio streams and the Brazil current. A historical review and excellent
treatise of Gulf Stream theories is given by Stommel (1965).

After many decades of fruitless attempts and qualitative explanations of the “western inten-
sification” the simple model developed by Henry Stommel was a break-through (Stommel
1948). The model beautifully demonstrates in the simplest possible setting that western
intensification is the result of wind stress acting on a fluid on a rotating sphere.

The original model considers a near-surface, vertically uniform layer (200m deep) in a
rectangular basin of extent 0 < x < L and 0 < y < M and assumes that there is no
vertical mass flux across the basal interface. Momentum that is generated at the surface
by wind stress is dissipated at the lower interface. The simplest possible parameterization
of Rayleigh friction is used, i.e.

Fx =
1

ρ

∂τx
∂z
−Ru , (25)

Fy =
1

ρ

∂τy
∂z
−Rv , (26)

where Rv is a body force acting throughout this layer and representing the effect of mo-
mentum dissipation. The friction coefficient R is an inverse spin-down time of about 1/11
days.
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Performing the same operations as for the derivation of the Sverdrup balance we obtain

−βMy =
∂τx(0)

∂y
− ∂τy(0)

∂x
+R

(

∂My

∂x
− ∂Mx

∂y

)

. (27)

According to the above assumptions, mass is conserved in the slab and we can define a mass
transport streamfunction Ψ given by

Mx = −∂Ψ
∂y

, My =
∂Ψ

∂x
. (28)

Introducing (28) into (27) we obtain

−β ∂Ψ
∂x

=
∂τx
∂y
− ∂τy
∂x

+R

(

∂2Ψ

∂x2
+
∂2Ψ

∂y2

)

, (29)

where τx and τy are the wind stress components at the sea surface. This linear partial
differential equation must be supplemented by boundary conditions: no mass flux through
the lateral boundaries implies Ψ = const on this boundary. Since only derivatives of Ψ
occur in (29) we can set Ψ = 0 on the boundary.

Stommel selected a purely zonal wind stress profile given by

τy = 0, τx = −T cos

(

πy

M

)

. (30)

Separation of the variables using

Ψ(x, y) = ψ(x) · sin
(

πy

M

)

, (31)

yields the following ordinary differential equation in ψ:

R
d2ψ

dx2
+ β

dψ

dx
−R

(

π

M

)2

ψ = −Tπ
M

, (32)

with the boundary conditions

ψ(0) = 0 , ψ(L) = 0 . (33)

Before solving (32) we consider two special cases. First, if there is no friction, R = 0, we
can integrate (32). Satisfying only one boundary condition at the eastern boundary x = L,
we obtain

ψ(x) =
Tπ

βM
(L− x) . (34)

This is the Sverdrup balance. It is, however, not a permissible solution of the closed basin
since ψ(0) 6= 0.

Second, we assume a rotating flat Earth where β = 0. A solution of (32) satisfying both
boundary conditions reads

ψ(x) =
TM

Rπ

(

1− sinh(π(L− x)/M) + sinh(πx/M)

sinh(πL/M)

)

. (35)
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=constff =0 , β =const

Figure 6: Scetch of streamlines of the wind driven circulation with Rayleigh friction (Stommel
1948). Only in the case of a latitudinal dependence of the Coriolis parameter is there a western in-
tensification of the flow. Away from the western boundary, the flow is directed southward everywhere
and in near Sverdrup balance.

This solution is symmetric about x = 1
2L and hence uniform rotation alone cannot be the

cause of western intensification either (Fig. 6, left).

The complete solution, satisfying Ψ = 0 on the boundaries is given by

Ψ(x, y) =
TM

Rπ

(

1− (1− eD2L)eD1x − (1− eD1L)eD2x

eD1L − eD2L

)

sin

(

πy

M

)

, (36)

where

D1

D2

}

= − β

2R
±
√

(

β

2R

)2

+

(

π

M

)2

. (37)

A typical length scale δ = R/β emerges in solution (36). It is the width of the western
boundary layer, estimated at

δ =
R

β
≈ 10−6s−1

2 · 10−11m−1s−1
≈ 50 km , (38)

and called Stommel layer (see Fig. 6, right). A series of other models of the wind driven
circulation has been proposed with different parameterizations of dissipation of the input
of momentum due to the wind stress (for a summary and references see Veronis (1981)).
Depending on these parameterizations, different boundary layer thicknesses and circulation
patterns adjacent to the western boundary result.

2.5 Deep Circulation

For a deep ocean in approximate diffusive equilibrium one would expect the deep ocean
temperature to assume values that are close to the global mean of sea surface temperature.
However, early measurements and, first global surveys performed in the thirties by Wüst
(1935) – the most recent data sets are compiled by Levitus (1982) and Levitus and Boyer
(1994) – clearly demonstrate that the deep ocean is cold and the coldest waters in the deep
ocean derive from localized regions in the northern and southern high latitudes (Stommel
1962). Therefore, a steady supply of such cold water must feed the deep ocean. Mass
continuity requires that this water must eventually upwell, a process for which there is no
evidence that it occurs in specific, small regions. In contrast to the deep water formation,
upwelling from deep is a basin-scale feature, hence the vertical velocities are rather small.
Based on a combination of radiocarbon and T and S measurements in the Pacific, Munk
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(1966) estimated basin-mean values of the upwelling velocity and the vertical diffusivity.
He obtained the canonical values

KV = 1.3 · 10−4m2/s , w = 4.4m/yr . (39)

Based on w we can estimate the minimum global deep water formation rate and obtain

V̇ = w ·A ≈ 1.57 · 1015m3/yr = 50 · 106m3/s = 50 Sv , (40)

where A = 3.57 · 1014m2 is an approximation of the global ocean surface. A census of the
ocean water, based on T and S, reveals that the deep water derives primarily from two
source regions: the Norwegian-Greenland-Iceland Sea and the Weddell Sea (Warren 1981).

The model of Stommel (1958), Stommel and Arons (1960a) and Stommel and Arons (1960b)
is intuitively based on these observations. To derive the basic mechanism of the steady-
state circulation, a sectorial slab of thickness H and uniform density ρ in the ocean interior
is located on a rotating sphere. The flow field in the slab is assumed to have no vertical
dependence, i.e. we only consider the depth-integrated mean. The flow is driven by broad
upwelling which is uniform over the upper interface of the slab. For example, we choose
1000m as the depth of the upper interface and assume a flat bottom at 4000m. In spherical
coordinates (Fig. 3) the geostrophic balance reads

−2Ω sinϕ · v = − g

a cosϕ

∂η

∂λ
, (41)

2Ω sinϕ · u = −g
a

∂η

∂ϕ
, (42)

where η is an elevation of the upper interface at 1000m. The geostrophic balance is supple-
mented by a mass continuity equation. In the case of uniform density ρ, the mass balance
is equivalent to the volume balance times a factor ρ. Therefore, the volume balance of of a
volume element in spherical coordinates (Fig. 7) is given by

Hv1a cosϕ1δλ−Hv2a cosϕ2δλ+Hu1aδϕ−Hu2aδϕ−Qa2 cosϕδϕδλ = 0 (43)

where the last term of the l.h.s. denotes the continuous loss of volume (mass) by upwelling
through the upper interface with a flux rate Q in m3/(s·m2). The differential form of (43)
is thus given by

∂(v cosϕ)

∂ϕ
+
∂u

∂λ
+
Qa

H
cosϕ = 0 . (44)

The volume (mass) lost from this slab to the upper ocean must be supplied by deep water
formation in a small region at high latitudes. Let S0 denote this deep water formation rate
(in m3/s).

By cross-differentiating (41) and (42) the pressure gradient terms can be eliminated and
we get an expression for the meridional velocity component v. Using (44) and integrating
zonally from the eastern boundary (where u = 0) towards the west we also obtain an
expression of the zonal velocity u. The two velocity components are given by

v =
Qa

H
tanϕ , u =

2Qa

H
(Λ1 − λ) cosϕ , (45)
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Figure 7: Volume element in spherical coordinates to derive the continuity equation.
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Figure 8: The geostrophic flow in the interior of a sectorial deep basin is directed polewards at
all latitudes. Deep water is formed at the rate S0 and a deep western boundary current is flowing
southward feeding the flow in the interior.

where we have assumed that the sectorial ocean basin is between western and eastern
longitudes Λ0 and Λ1, respectively and extending to the pole. A fundamental but counter-
intuitive result of this analysis is the fact that v > 0 in the northern hemisphere. Therefore,
the interior deep geostrophic flow is directed poleward at all latitudes; note that this result
is independent of where the source S0 is located. If the source S0 of deep water is in
the high northern latitude, as is the case in reality (see Dickson and Brown (1994) for a
review), this leads to the conclusion that the deep water flows towards its source (Fig. 8).
This is surprising, at first, since one would expect that water flows away from a source
area. However, we will see that this, again, is a consequence of the conservation of potential
vorticity in the deep layer and therefore due to the β-effect.

The mass that is lost through the upper interface must be supplied from somewhere. The
zonal velocity u is directed eastward and hence emanates from the western boundary from
which this mass is fed into the interior. The model of Stommel (1958) therefore requires a
deep western boundary current.

There was circumstantial evidence from observations and geostrophic calculations (Defant
1941) already before the formulation of a dynamical theory. However, direct measurements
of the deep western boundary current were first achieved by Swallow and Worthington
(1957) using buoyant floats.

The zonally integrated meridional volume transport in the interior of the basin across lati-
tude ϕ is denoted by T (ϕ) and given by

T (ϕ) =

∫ Λ1

Λ0

dλa cosϕHv = Qa2(Λ1 − Λ0) sinϕ , (46)

where we have used (45). The transport in the western boundary current, TW (ϕ), can
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now be calculated as a residual. Balance of volume (mass) of the sector shown in Fig. 8
extending from latitude ϕ to the pole reads:

TW (ϕ) + T (ϕ) + S0 −Q
∫ Λ1

Λ0

dλa

∫ π/2

ϕ
dϕa cosϕ = 0 , (47)

and hence
TW (ϕ) = −S0 −Qa2(Λ1 − Λ0)(2 sinϕ− 1) , (48)

where S0 is the volume flux due to the source of new deep water localized at the pole as in
Fig. 8. Equations (45) and (48) contain the following fundamental results of the model of
Stommel and Arons (1960a) and Stommel and Arons (1960b):

1. the existence of a deep western boundary current (DWBC);

2. in the interior, where the geostrophic balance is valid, the water is recirculating to-
wards the source S0;

3. this recirculation is driven by uniform upwelling;

4. close to the source S0 of newly formed deep water the deep boundary current is
stronger than S0 due to the recirculation;

5. there is no transport across the equator in the interior.

For simplicity consider now a closed basin that extends from the equator (ϕ = 0) to the
pole (Fig. 8). In this case, all the new deep water must upwell, i.e. S0 = Qa2(Λ1−Λ0) and
(48) simplifies to

TW (ϕ) = −2S0 sinϕ . (49)

Close to the source region (ϕ→ π/2), the flow rate of the western boundary current is twice
that of the source of newly formed deep water! The current then “bleeds out” towards the
south because it feeds the geostrophic interior. In the above case, the DWBC vanishes at
the equator, but it is obvious from (48) that water can cross the equator in the DWBC
provided S0 > Qa2(Λ1 − Λ0).

The Stommel model is stationary. Kawase (1987) has investigated the time dependent prob-
lem and found the dynamical explanation for the development of a deep western boundary
current feeding into an adjacent interior. The choice of a uniform and constant vertical ve-
locity w must then be replaced by a parameterization connecting it to the interior flow. The
selection w = −K ·η with a damping constant K, states that the upwelling tends to restore
the interface elevation η. In the limit of weak damping, the equilibrium state of the model
is identical with the Stommel-Arons model. A mass source in the north-western corner of
a sectorial basin, symmetric to the equator, is switched on and its evolution depending on
K is studied. The mass source initiates a Kelvin wave that leads the developing DWBC
and travels south along the western boundary, then propagates eastward along the equator
and poleward along the eastern boundaries. For strong damping the DWBC does not cross
the equator but follows it eastward and leaks into both hemispheres. Kawase (1987) could
show that for weak damping the Kelvin wave transports enough energy that long Rossby
waves can be generated at the eastern boundary. These Rossby waves then radiate into the
interior and set up the typical interior flow pattern found by Stommel and Arons (1960a).
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Figure 9: Schematic view of the different types of steady-state circulations in a sectorial ocean
basin extending from the equator to the pole with a longitudinal extent of roughly 60◦. Wind
stress τ drives a wind driven gyre circulation (WGC) which shows western intensification due to
the β-effect. τ also causes Ekman suction in the northerly and Ekman pumping in the southerly
upper layer giving a near-surface isopycnal surface σ its typical shape: the isopycnal is shallow below
the subpolar gyre and deep below the subtropical gyre. A source of newly formed deep water, S0,
feeds the deep ocean in which a deep western boundary current (DWBC) develops from which the
deep geostrophic flow (DGF) of the interior is derived. DGF flows northward to conserve potential
vorticity while slowly upwelling. This results in a vertical mass flux Q that closes the flow. In
reality, Q < S0 in this sector and the DWBC is crossing the equator setting up a global circulation
(Stommel 1958; Broecker 1991).

2.6 A Panoramic View of the General Circulation

a) Summary

We can now combine the four major circulation types of Table 1 into a single view of how
the circulation in a basin operates on large spatial scales. This attempt is made in Figure
9. The general circulation is forced by the input of momentum through surface wind stress
τ and by the flux of buoyancy, indicated by the vertical arrow S0 and uniform upwelling
Q. The surface wind stress forces the wind-driven geostrophic circulation (WGC) which
is intensified at the western boundary and forms the subtropical and the subpolar gyres.
Ekman pumping and Ekman suction change the local depth of the near-surface isopycnals
σ which set up horizontal pressure gradients with associated geostrophic flows. They are
responsible for the fact that the wind driven gyres do not extend all the way to the bottom
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Figure 10: Control volume δx · δy · H embedded in a fluid of constant density ρ. The horizontal
velocity field (u, v) and the net vertical mass flux Q lead to changes of the height H of the control
volume.

but are compensated by sloping isopycnals in the top few hundred meters. In other words,
the geostrophic velocities exhibit a vertical structure (“thermal wind”, see Pond and Pickard
(1991)).

The source S0 feeds the deep western boundary current (DWBC) which flows southward
and leaks into the deep interior where the geostrophic flow (DGF) is directed polewards at
all latitudes. The DGF recirculates into the source area the DWBC whose initial strength
is 2 × S0. There is a cross-interface mass flux Q into the upper 1000m which supplies the
mass lost due to S0 in the upper layer.

b) Conservation of Potential Vorticity

A deeper understanding of geophysical flow is reached by considering a quantity that ac-
counts for the conservation of angular momentum (Pedlosky 1987; Pond and Pickard 1991).
The horizontal momentum equations read

Du

Dt
− fv = −1

ρ

∂p

∂x
+ Fx , (50)

Dv

Dt
+ fu = −1

ρ

∂p

∂y
+ Fy , (51)

where the material derivative has been used:

D

Dt
≡ ∂

∂t
+ u

∂

∂x
+ v

∂

∂y
. (52)

Cross-differentiating the horizontal momentum equations the pressure terms are eliminated.
With the definition of the relative vorticity ζ

ζ =
∂v

∂x
− ∂u

∂y
, (53)

we obtain, assuming ρ = const,

D

Dt
(ζ + f) = −(ζ + f)

(

∂u

∂x
+
∂v

∂y

)

+
∂Fy
∂x
− ∂Fx

∂y
, (54)

We now turn to the balance of mass. Consider a control volume δx · δy ·H embedded in a
fluid (Fig. 10) of constant ρ whose horizontal velocity field is given by (u, v). Vertical motion
is accounted for by Q, the net vertical mass flux per unit area out of the control volume
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(positive Q means mass loss of the control volume, i.e. upward motion). The balance of
mass in the control volume reads

∂

∂t
(ρ∆x∆yH) = ρuH∆y|x − ρuH∆y|x+∆x ρvH∆x|y − ρvH∆x|y+∆y −Q∆x∆y , (55)

which, in the limit of (∆x,∆y)→ 0, results in

∂

∂t
(ρH) = − ∂

∂x
(ρHu)− ∂

∂y
(ρHv)−Q . (56)

Dividing (eq. 56) by ρ and using (eq. 52) we obtain

1

H

DH

Dt
+

(

∂u

∂x
+
∂v

∂y

)

= − Q

ρH
. (57)

Combining (54) with (57) we arrive at the conservation equation of potential vorticity

D

Dt

(

ζ + f

H

)

=

(

ζ + f

H

)

Q

ρH
+

1

H

(

∂Fy
∂x
− ∂Fx

∂y

)

. (58)

We note from (58) that, following the fluid element, potential vorticity is generated (or
dissipated) by mass fluxes and friction. This concept is important, for example, for the flow
between adjacent isopycnal surfaces. Mixing across isopycnals is strongly reduced since
energy must be available to achieve this mixing. Therefore, isopycnals are good models of
material surfaces through which there is no mass flux. On an interior isopycnal, away from
Ekman layers, potential vorticity is thus a nearly conserved quantity. We conclude from
(58) that if a fluid column of constant depth H moves northward, f increases and ζ must
decrease and hence turns clockwise (this is the familiar effect of the Coriolis force). If it
moves zonally, f = const and the relative vorticity remains constant, too. On large scales
ζ ¿ f (see below) and hence a southward flowing fluid column will be compressed, i.e. H
decreases. As a consequence, we observe near-surface isopycnals in the eastern, low-latitude
Atlantic that shallow towards the south.

The wind driven circulation and the deep circulation are now discussed in the framework of
the conservation of potential vorticity. In the case of the wind driven circulation, Stommel
considered a system where mass was not exchanged vertically, i.e. Q = 0, and potential
vorticity is generated by wind stress and dissipated by Rayleigh friction or eddies. An
estimate of the scales involved suggests that the relative vorticity ζ can be neglected against
the planetary vorticity f in this discussion:

ζ

f
≈ U

fL
≈ 0.1m s−1

10−4 s−1 · 106m = 10−3 . (59)

Wind stress in our example (eq. 30) inputs negative vorticity into the ocean and hence tends
to reduce potential vorticity. Table 2 shows the possible vorticity balances for meridional
flow. Note that zonal flow does not change the planetary vorticity since f = const.

In the southward flow in the Sverdrup interior, ∂v/∂x is small and the input of negative
vorticity by wind stress is balanced by the gain of negative vorticity due to southward motion
(reduction of planetary vorticity). In the northward flow, however, vorticity balance is only
achieved if the current has a strong shear. The gain of vorticity that is required if the fluid
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Current
Dζ

Dt

Df

Dt

∂τy
∂x
− ∂τx

∂y
−R∂v

∂x
+R

∂u

∂y

N → S ≈ 0 < 0 < 0 ≈ 0

S → N ≈ 0 > 0 < 0 À 0

Table 2: Sign of terms in the vorticity balance for northward and southward flow of a subtropical
gyre. Columns 2 and 3 represent the change of relative and planetary vorticity (l.h.s. of 58) following
the fluid; columns 4 and 5 give the signs of the production and dissipation terms of potential vorticity
(r.h.s. of 58)

is to move northward stems from a strong dissipation of negative vorticity in the western
boundary current through large negative values of ∂v/∂x. Dissipation of negative vorticity
then is sufficient to over-compensate the input of negative vorticity by wind stress. Hence,
currents are intense only in the west. This argument was first presented by Stommel (1951).

We now turn to the deep circulation. In this case change of potential vorticity due to friction
is neglected. A water column extending from the ocean bottom to some intermediate depth
in the ocean is loosing mass continuously though its top because of the uniform upwelling
Q (see Fig. 9), and hence Q > 0. Consider now the situation in the northern hemisphere
(f > 0, f À ζ). Potential vorticity must increase when moving with the fluid in the
northern hemisphere since the right side of eq. 58 is positive. A water parcel can satisfy
this requirement in a fluid layer of constant depth H if it increases its planetary vorticity
f which implies northward movement. This is consistent with the results of the Stommel
model in the interior (eq. 45). The same reasoning can be done in the southern hemisphere
and the result is that movement in the geostrohpic interior subject to upwelling must be
poleward.

3 Abrupt Climate Changes and the Ocean

3.1 Multiple Equilibrium States of the Circulation

The idea that the ocean has more than just a regulating or damping effect on climate changes
is old. The American geologist T. C. Chamberlin who has made significant contributions
to the understanding of the ice ages already wrote in 1906 (Chamberlin 1906):

“In an endeavor to find some measure of the rate of the abysmal circulation, it became
clear that the agencies which influence the deep-sea movements in opposite phases were
very nearly balanced. From this sprang the suggestion that, if their relative values were
changed to the extent implied by geological evidence, there might be a reversal of the
direction of the deep-sea circulation, and that this might throw light on some of the
strange climatic phenomena of the past and give us a new means of forecast of climatic
states in the future.”

This statement already contains the important ingredients that are responsible for what
we today call “multiple equilibria”. The topic was then dormant for some 50 years until
Stommel (1961) formulated a 2-box model that exhibited 2 stable equilibrium states. In his
conclusions he wrote:
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“One wonders whether other, quite different states of flow are permissible in the ocean
or some estuaries and if such a system might jump into one of these with a sufficient
perturbation. If so, the system is inherently fraught with possibilities for speculation
about climatic change.”

These early insights were forgotten for another 20 years until marine sediment cores were
analyzed in sufficiently high temporal resolution. One example is the study of Ruddiman
and McIntyre (1981) that showed that the Younger Dryas cold event (11,000–10,000 bp

14C-years) was associated with a rapid southward movement of the North Atlantic polar
front by more than 20◦ latitude. This, combined with evidence of CO2-changes in ice
cores, lead Oeschger et al. (1984) to suggest that rapid changes of the ocean circulation are
responsible for the variations found in the paleoclimatic archives. The “target” for modelers
was formulated by Broecker et al. (1985), and the first 3-dimensional ocean model showing
multiple equilibria followed soon (Bryan 1986). It was this study that finally convinced
researchers that the ocean takes a central and active role in the climate system.

Bryan (1986) reasoned that the water sinking in the high latitudes is fed from the lower
latitudes where the salinity is higher. This operates as a positive feedback mechanism for
deep water formation. Assume that this surface mass flux is temporarily reduced: the
salinity then decreases and deep water formation is reduced. This in turn reduces the
advection of low-latitude high-salinity waters further and results in a rapid switch-off of
the thermohaline circulation on time scales of decades. A “polar halocline catastrophe”
ensues which is characterized by very low surface salinities in the former sinking regions
(Bryan 1986; Weaver and Sarachik 1991b; Wright and Stocker 1991; Weaver et al. 1993;
Zhang et al. 1993). As a result, the thermohaline circulation is interrupted or even reversed
implying large changes in the meridional heat fluxes, in sea surface temperature and sea
surface salinity. Such different states could also be realized in newly developed 2-dimensional
thermohaline models (Marotzke et al. 1988; Wright and Stocker 1991; Stocker and Wright
1991b; Stocker and Wright 1991a), multi-basin 3-dimensional ocean models (Maier-Reimer
and Mikolajewicz 1989; Marotzke and Willebrand 1991; Hughes and Weaver 1994) and
coupled atmosphere-ocean models (Manabe and Stouffer 1988; Stocker et al. 1992).

Here, we will give a basic introduction of the dynamical mechanisms responsible for multiple
equilibrium states. As was shown in the last section, most of the depth-integrated meridional
heat flux in the ocean is due to the thermohaline circulation, i.e. the flow that consists of S0,
the DWBC, DGF and a return flow near the surface. In the zonal average of Fig. 9, displayed
in Fig. 11 the thermohaline circulation appears as a continuous flow, often called “conveyor
belt” (Broecker 1991; Schmitz 1995; Macdonald and Wunsch 1996). Although suggestive,
this term should be used with caution. From the 3-dimensional model we have learned that
the deep flow consists of two regimes: a strong DWBC and a gentle northward flow in the
geostrophic interior (DGF). Since the DWBC is fed by both S0 and the recirculating DGF,
the zonal average is not zero, and a “lower limb” of the “conveyor” results. Properties of
the water masses in the DWBC (T , S, tracers) can be followed over long distances, and
therefore, this part may be loosely referred to as a “conveyor” circulation (Gordon 1986;
Macdonald and Wunsch 1996). The “upper limb”, on the other hand, is clearly not a
“conveyor” circulation: the water is in continuous exchange with the atmospheric water
cycle. Precipitation and evaporation change the properties of the surface waters relatively
quickly.
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Figure 11: Conceptual representation of the zonal average of the complex flow in Fig. 9 which
appears as a simple closed loop, “conveyor belt”. The left column displays the cycle of heat. Due to
the planetary energy balance heat must be transported polewards to which atmosphere and ocean
contribute about equally. The right column shows the cycle of salt (or negative freshwater) in the
ocean: freshwater is released due to net evaporation in the atmosphere of the low latitudes and taken
up in the high latitudes, implying a northward meridional flux of freshwater in the atmosphere and
a northward meridional flux of salt in the ocean. The circulation is direct with respect to T , i.e. cold
waters are sinking in the north. Sinking waters are fresh but the effect of temperature on density
is dominant. The transport of fresh water in the combined system atmosphere-ocean describes a
closed loop. [From Wyrtki 1961, with additions]

The thermohaline circulation is driven by fluxes of buoyancy, i.e. density, through the ocean
surface to which both heat and freshwater fluxes contribute. Take a situation typical for
the North Atlantic. In low latitudes, the flux of heat is directed into the ocean and reduces
density, while in high latitudes the ocean loses heat to the atmosphere and hence densities
increase (Fig. 11). The hydrological cycle, on the other hand, provides the freshwater
fluxes: evaporation exceeds precipitation in the subtropics. This increases density, whereas
the opposite is the case closely around the equator and the mid to high latitudes. Therefore,
temperature tends to drive the thermohaline circulation while the hydrological cycle acts
as a brake.

It is important to note that the advection of saline waters from lower latitudes is essential
for the deep water formation process. Were the salinity of the northward flowing waters
lower than about 34.6 psu, cooling to even the freezing point would not increase the density
sufficiently (to about 1027.8 kg/m3) to permit deep water formation. Assume now that there
is still evaporation in the low latitudes (higher air temperatures) and precipitation in the
high latitudes: the freshwater flows northward in the atmosphere. If – for reasons explained
below – cooling in the atmosphere is not sufficient to initiate deep water formation, the
circulation must reverse (Fig. 12). Furthermore, to close the global hydrological cycle, the
surface water flowing southward must now be fresher than the deep waters flowing north,
i.e. the stratification with respect to salinity has reversed. Stratification with respect to
temperature does not reverse but weakens considerably, and hence the oceanic meridional
heat transport is diminished in magnitude and southward. This leads to a high-latitude
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Figure 12: As Fig. 11 but for a reversed and shallowed circulation. The left column displays the
cycle of heat in the ocean: the meridional heat flux in the ocean is reversed and significantly reduced
in magnitude due to an almost vertically uniform temperature profile. In consequence, the planetary
energy balance requires a stronger meridional heat flux in the atmosphere in order to compensate
changes in oceanic heat flux. The right column shows the cycle of salt (or negative freshwater) in
the ocean which is unchanged: freshwater is released in the low latitudes and taken up in the high
latitudes, implying a northward meridional flux of freshwater in the atmosphere and a northward
meridional flux of salt in the ocean. For the same direction of the water cycle (compare Fig. 11),
the ocean circulation can reverse only if the vertical salinity distribution is changed.

cooling and a strongly enhanced meridional heat flux in the atmosphere that must partly
compensate the reduction in oceanic heat flux in order to satisfy the planetary energy
balance. It turns out that the second state (Fig. 12) has lower potential energy in this
conceptual model than the state in Fig. 11 and an increased stability is expected.

The existence of multiple equilibria in the ocean can be demonstrated quantitatively in the
complete hierarchy of ocean models and is thus a robust result of the models (see review by
Weaver and Hughes (1992)). The basic idea is explained here following Marotzke (1990) who
formulated a simplified version of the box model by Stommel (1961). The model consists of
only two boxes: a box representing the low-latitudes with warm temperatures and one for
the high latitudes where the temperatures are cold (Fig. 13). The temperature difference,
∆T , between the boxes is held fixed. The salt balance is given by

Ṡ1 = |q| · (S2 − S1) + P , Ṡ2 = |q| · (S1 − S2)− P , (60)

where q is a meridional water transport and S1 and S2 are the salinities in the low and
high-latitude boxes, respectively (Fig. 13). The transport is assumed to be proportional to
the density difference between the boxes:

q = k · (ρ2 − ρ1) = kα · (T2 − T1) + kβ · (S2 − S1) , (61)
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Figure 13: A 2-box version of the world ocean. Water is exchanged between a low (T1, S1) and a
high-latitude box (T2, S2) at rate q. The cycle of freshwater is closed through an “atmosphere” in
which precipitation P is negative in the low and positive in the high latitudes, i.e. northward water
transport. [From Marotzke 1990]

based on (6) neglecting the non-linear term. Steady states of (60) are given by
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(62)

Substituting the positive non-dimensional quantities

δ = −β∆S
α∆T

, E =
βP

k(α∆T )2
, (63)

into 62 we obtain

δ =















1
2 ±

√

1
4 − E , q > 0

1
2 +

√

1
4 + E , q < 0

(64)

We note that for a direct circulation (cold waters are sinking) q > 0. Equation 64 im-
plies that for E < 0.25 there are two equilibrium states with a direct circulation, and one
equilibrium state with an indirect circulation. It can be shown that the state with the
intermediate δ is not stable. When E increases, i.e. precipitation in the high-latitude box
becomes stronger, the number of equilibrium states is reduced to one for E > 0.25. For large
P or small ∆T , i.e. E > 0.25, only the indirect circulation is a steady state, in other words
the circulation has changed direction. The effect of salinity on density is now dominant and
waters are sinking in the low-latitude box (see also Fig. 12).

The reason for multiple equilibria lies in the physics of the different components of the
surface buoyancy flux. Sea surface temperature (SST) anomalies create local heat flux
anomalies that tend to erase the SST anomalies effectively since fluxes are essentially pro-
portional to the temperature difference between the ocean and the atmosphere. Sea surface
salinity (SSS) anomalies, on the other hand, have no influence on freshwater fluxes nor on
heat fluxes implying that SSS anomalies will have a much longer residence time on the
ocean surface. To account for this fact in models, one uses “mixed boundary conditions”,
i.e. heat fluxes are proportional to temperature differences between ocean and atmosphere
whereas freshwater fluxes are held constant (Rooth 1982). For this reason, SSS anomalies
are crucial for a number of dynamical effects of the thermohaline circulation. Based on
these considerations Welander (1986) has presented a “gallery” of thermohaline oscillators.
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Figure 14: Ocean models exhibit a hysteresis behaviour as a function of a control variable (e.g.
surface freshwater balance in the North Atlantic). For a range of values multiple equilibria are
possible, i.e. the climate variable (e.g. sea surface temperature, SST, in the North Atlantic) can take
more than one value. A given perturbation causes an abrupt change in the climate variable (1→2)
and stays in the new equilibrium (3), depending on the exact location of the present state (1) with
respect to the hysteresis (left panel). The same change of the control variable can induce only a
temporary transition (right), if the initial state is a unique equilibrium. A transition does occur only
if a critical threshold value C0 of the control variable is passed. [From Stocker and Wright 1991a,
with additions]

Because the thermohaline circulation accounts for most of the meridional heat flux in the
ocean, possible changes in this circulation affect the sea surface temperature significantly
and can alter the regional climate considerably. Due to instabilities, changes can be fast
which is another characteristic feature of high-resolution paleoclimatic records (Dansgaard
et al. 1989; Lehman and Keigwin 1992; Taylor et al. 1993). We now turn to an example of
the last of such fast changes of climate and present some examples how models can provide
insight into the dynamics of the climate system.

3.2 Younger Dryas: The Last Great Cold Event

a) Deep Circulation

Changing precipitation in the high latitudes is not the only mechanism that affects deep
water formation. In general, the surface freshwater balance in the North Atlantic is a
control variable of the system since it determines to a large extent the density of surface
waters. Changes between states can therefore be induced also by glacial meltwater from
disintegrating ice sheets. Glacial meltwater was not continuously delivered to the ocean
during the last deglaciation where about 40 · 106 km3 of ice was melted which rose sea level
by about 120m. Corals, which live in the top 5m of the ocean, are good recorders of sea
level. Their dating shows that two distinct pulses of meltwater occurred (Fairbanks 1989;
Edwards et al. 1993). The maximum strength was estimated at about 0.5 Sv which is much
larger than the perturbations needed to induce rapid circulation changes in ocean models
(Maier-Reimer and Mikolajewicz 1989; Stocker et al. 1992; Rahmstorf 1994). The exact
timing of these pulses is under discussion, but it is clear that the Younger Dryas (YD) cold
event (about 12,800–11,650bp) started after the first pulse (Bard et al. 1996).

The possible responses of the climate system depend on the structure and exact location
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Figure 15: Evolution of the Atlantic meridional heat flux across 32.5◦N in PW (1PW=1015W).
The three panels correspond to cases in which the runoff into the North Atlantic at high latitudes
is reduced by (a) 100%, (b) 75%, and (c) 50% relative to present-day values as the meridional heat
flux is reduced to zero. The meltwater discharge into the North Atlantic and Southern Ocean are
indicated by the long and short dashed lines in (c), respectively, on a scale of 0–0.5 Sv. [From Stocker
and Wright 1996].

of the various steady states in parameter space. This was first shown by Stocker and
Wright (1991a) (Fig. 14). For a given temporary reduction of the control variable (surface
freshwater balance in our case), indicated by the horizontal arrows the system makes a
transition to a different equilibrium state, if a threshold value is crossed. The transition
can be permanent (Fig. 14, left) or temporary (Fig. 14, right) depending on the location
of the initial state on the hysteresis curve. Ocean models can exhibit quite complicated
hystereses as was shown by Mikolajewicz and Maier-Reimer (1994) and Rahmstorf (1995).
The solution structure depends on the exact parameterisation of the surface fluxes, and on
the given forcing fields.

A shut-down of an active thermohaline circulation due to the addition of freshwater is sim-
ulated by all ocean models that incorporate mixed boundary conditions or more advanced
parameterisations of surface fluxes. Most models, however, tend to be hypersensitive and
exhibit permanent circulation changes induced by small perturbations (Maier-Reimer and
Mikolajewicz 1989; Marotzke and Willebrand 1991; Stocker et al. 1992).

To find a remedy, we have studied the sensitivity of the circulation as a function of the
strength of the hydrological cycle in the atmosphere (Wright and Stocker 1993). Using
a zonally averaged, dynamical, coupled atmosphere-ocean climate model (Stocker et al.
1992) we show that the solution structure can be changed in such a way that the mode
change is reversible, i.e. once the perturbation of the surface freshwater balance decreases
below a minimum threshold, the conveyor belt circulation switches on again. There is direct
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Figure 16: Atlantic transport streamfunction before (top) and during (bottom) the cold event for
the experiment of Fig. 15b, where deep water formation is shut off for about 1200 years. [From
Stocker and Wright 1996].

indication from the paleoclimate record that the hydrological cycle has changed significantly
from the glacial to the present Holocene (Alley et al. 1993), justifying this approach.

Figure 15 shows the different possible transient responses to a meltwater event. The model
includes a runoff feedback, i.e. if there is a cooling in the Atlantic region, continental runoff
is reduced by a factor γ relative to the modern runoff which is estimated from Baumgartner
and Reichel (1975). The first meltwater pulse causes a collapse of the thermohaline circu-
lation in the Atlantic which initiates the cold event. The duration of the cold event can be
controlled by the specification of the feedback strength.

The reduction of the meridional heat transport is due to drastic changes in the circulation
of the North Atlantic (Fig. 16). The transition occurs within a few decades. Before the
cold event deep water formation is active in the Atlantic, while during it there is almost no
northward flow in the upper layers except for the Ekman transport.

During the event, the deep Atlantic is decoupled from the surface. The shut-down of
the meridional heat flux causes a strong cooling of the upper 1000m. This is shown in
Fig. 17. The model predicts an antisymmetric climate change in the Atlantic with respect
to latitude. While the northern part cools down, there is warming in the intermediate part
of the Southern Ocean. Temperature changes in the Pacific are moderate but there is a
near-surface cooling observed in the northern part. This is due to a general decrease of
atmospheric surface temperatures in this latitude band caused by a dramatic decrease of
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Figure 17: Temperature difference between the cold state (Fig. 16, bottom) and the unperturbed
state (Fig. 16, top) of the thermohaline circualtion. Changes in the Atlantic are large and of opposite
signs in both hemispheres, while the Pacific experiences comparatively little changes.

SST in the Atlantic.

Interhemispheric antisymmetry is an unexpected, but physically entirely plausible feature of
the climate system and has received increased attention (Broecker 1997; Broecker 1998). It
is telling evidence for the fundamental role of the ocean during abrupt change. The basis of
the mechanism lies in the fact that an active thermohaline circulation in the Atlantic ocean
is associated with a depth-integrated meridional heat flux that is directed northward at all
latitudes (see Fig. 2). This implies that the Atlantic draws heat from the Southern Ocean
and actually cools it (Crowley 1992). If the circulation breaks down and the north cools
in consequence, e.g. during Younger Dryas, the excess heat accumulates in the Southern
Ocean hemisphere which leads to a warming. This is actually observed in the paleoclimatic
record (see below), especially in the high-resolution polar ice cores from Greenland and
Antarctica (Blunier et al. 1997; Blunier et al. 1998). The prerequisite for paleoclimatic
records to address this question is excellent time resolution and a common time scale (either
absolute or synchronised) better than, say, 200 years for records from different locations;
wiggle matching‡ should be avoided. A sufficiently precise time scale is difficult to obtain

‡Wiggle matching assumes that climatic events in different paleoclimatic archives happen at the
same time. This is a common method in paleoclimatology and bypasses the question of leads and lags
because of the implicit assumption of synchroneity of events. As a technique, it is only permissible
for records whose distance in geographical location is smaller than the typical length scale of the
physical process responsible for the changes that are analysed.
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Figure 18: Evolution of mean ∆14C in the major reservoirs for the experiment in Fig. 15b. The
radiocarbon inventory increases in atmosphere (1), biosphere (2) and the upper 1000m of the ocean
(3) while it decreases in the deep ocean (4) due to reduced ventilation. [From Stocker and Wright
1996].

as radiocarbon has special problems during times when ocean ventilation changes dramat-
ically (Stocker and Wright 1996; Hughen et al. 1998); this issue will be addressed in the
following section. Uncertainties in the time scale preclude conclusions regarding the global
synchroneity of Younger Dryas or other abrupt events (Denton and Hendy 1994). As we
have shown, there are global effects but they are not necessarily of the same sign.

b) Radiocarbon

Such rapid changes also have important implications for other components of the climate
system such as the global carbon cycle or the cryosphere (ice sheets). Part of the carbon
cycle is the carbon isotope 14C, a radionuclide with a half life of 5730 years. It is produced
in the stratosphere by cosmic radiation and enters the carbon cycle in the form of 14CO2.
While being an excellent dating tool for many purposes, the atmospheric concentration of
radiocarbon also tells us something about the global ventilation rate of the ocean. Since the
ocean carbon reservoir is about 60 times larger than the atmosphere and about 20 times
larger than the terrestrial biosphere, most of the 14C produced in the stratosphere ends
up in the ocean. Assuming a constant production rate in the stratosphere, any changes
to the exchange fluxes leaving the atmosphere will have an impact on the atmospheric
concentration of 14C.

Figure 18 shows the evolution of the concentration of radiocarbon in the major reservoirs of
the climate system. A reduction of the deep water formation during the cold event leads to
an increase of 14C in all reservoirs that are exchanging directly with the atmosphere while
a decrease is found in the deep ocean.

Changes of the atmospheric concentration of radiocarbon influence the ability of dating
samples using this method. This is illustrated in Figure 19. If the atmospheric concentration
remains constant, a sample’s age can be simply determined by calculating the time elapsed
from the initial atmospheric concentration to the measured current concentration. The



28 T. F. Stocker

14
C

∆
[p

er
m

il]

[p
er

m
il]

B

A

������������

������������

∆
C

��
��
��
��
��
��
��
��
��
��
��
��
��
��
�

��
��
��
��
��
��
��
��
��
��
��
��
��
��
�

atm

(c)

T I M E  [yr]

real age

apparent age

���
�

14

		




real age

���
�

�
�

14

��
��
��
��
��
��
��
��
��
��
��
��
��
��
�

��
��
��
��
��
��
��
��
��
��
��
��
��
��
�

C
∆

[p
er

m
il]

apparent age

T I M E  [yr]

A

= real age

B

atm

(a)

atm

(b)

T I M E  [yr]

B

A

apparent age

Figure 19: Schematics of different cases of a variable atmospheric radiocarbon concentration. If
the atmospheric concentration remains constant, samples A and B can be easily dated by calculating
the time elapsed during the decay of the concentration to the current value (a). If the atmospheric
concentration increases, (b), the real age is larger than the apparent age (the clock speed up), which
assumes a constant atmospheric concentration. If, on the other hand, the atmospheric concentration
decreases, (c), the real age is smaller than the apparent age and the clock slows down.

latter is lower due to the decay of 14C (Fig. 19a). However, if the atmospheric concentration
has changed in the meantime, one has to distinguish between an ’apparent age’ and the
’real age’. If the atmospheric concentration increases (Fig. 19b), the real age is larger than
the apparent age, which is based on the assumption of constant atmospheric concentration.
One can interpret this as a speed-up of the radiocarbon clock (Fig. 19b). On the other
hand, in the case of a decreasing atmospheric concentration the real age is smaller than the
apparent age. One can interpret this as a slow-down of the radiocarbon clock (Fig. 19c).
In the extreme case where the atmospheric concentration decreases at the same rate as
the natural decay, radiocarbon dating becomes impossible and the radiocarbon clock comes
to a halt. This manifests itself, for instance, as nearly equal radiocarbon ages over entire
sections of sediment cores and is referred to as a “radiocarbon plateau”. Such plateaus have
been measured in lake sediments (Oeschger et al. 1980; Zbinden et al. 1989), in absolutely
dated tree rings (Kromer and Becker 1993), and in varved lake sediments (Goslar et al.
1995; Björck et al. 1996). An example of the dated tree ring series is given in Fig. 20 where
the long plateau at the end of Younger Dryas (YD) is indicated by the grey box.

The model experiment above gives a plateau at the end of the cold event. However, its
duration is only about 50 years, much shorter than the plateaus found in the paleoclimatic
archives. Possibile mechanisms for longer duration are the concurrent increase of CO2 in the



THE OCEAN IN THE CLIMATE SYSTEM 29

9750 10000 10250 10500 10750 11000 11250 11500 11750
Calendar Age BP

8750

9000

9250

9500

9750

10000

10250

R
ad

io
ca

rb
on

 A
ge

 B
P

Radiocarbon Calibration Curve
(11,743 cal BP − 9889 cal BP)

GISP2

PINE

GRIP

GOSCIAZ

10,000 
14

C−yr PLATEAU

Figure 20: Oldest part of the radiocarbon calibration curve derived from the combined oak/pine
German master chronology by Kromer and Becker (1993) and recently corrected by Kromer [pers.
comm.] showing a short age plateau at 9,600 14C-yr and the extended period of strongly reduced
radiocarbon age increase referred to as the 10,000 14C-yr plateau (grey box). The beginning of
the pine chronology (8,800 14C-yr) is tied to the oak chronology through the long-term 14C-trend.
Recent estimates of the termination of the Younger Dryas event (YD) are indicated by the horizontal
bars. The 10,000 14C-yr plateau ends about 300 years after the termination of the YD based on
the pine tree ring width (Björck et al. 1996) or 300–450 years after the termination according to
the dating of the two Greenland ice cores (Johnsen et al. 1992; Alley et al. 1993). Data from
Polish lake Gościa̧ż show that the 10,000 14C-yr plateau ends 250 years after the termination of
YD (Goslar et al. 1995). All estimates are in close agreement and indicate that the 10,000 14C-yr
plateau extended a few hundred years beyond the cold-warm transition at the end of YD (calibration
curve supplied by Kromer [pers. comm.]).

atmosphere at the YD termination or a much larger sea ice extent during YD. A sensitivity
study indicates that the plateau length can increase to about 250 years (Stocker and Wright
1996).

c) Atmospheric Carbondioxide

Thanks to the excellent paleoclimatic archive of polar ice cores, we have direct observations
of the evolution of CO2 during YD Fig. 21. Atmospheric CO2 serves as a global parameter
to test our hypothesis that the thermohaline circulation exhibited dramatic changes with the
associated antisymmetric coupling of the hemispheres. Had YD been a global cooling, we
would expect a decrease of sea surface temperature by about 2–3◦C globally. The solubility
of CO2 at the ocean’s surface is temperature dependent: a reduction of 1◦C SST leads to
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Figure 21: Physical and biogeochemical changes during the last abrupt climate event of the Younger
Dryas (YD, 12.7–11.6 kyr BP, shaded). (a) GRIP δ18O record indicating abrupt cooling and warming
at the beginning and the end of YD, respectively. (b) Residual pCO2 from the Byrd ice core
calculated by subtracting the long-term linear increase from 18 kyr BP to 10 kyr BP from the
measurements (Blunier et al. 1997). (c) Air temperature changes simulated by the 2.5-D model of
Stocker and Wright (1996) due to a meltwater event. (d) Changes of atmospheric CO2 using the
physical-biogeochemical model of Marchal et al. (1998b).

a decrease of atmospheric CO2 of about 10 ppm (Takahashi et al. 1993). Thus, YD would
manifest itself as a drop of atmospheric CO2 by about 20–30 ppm; this could be clearly
distinguished in a polar ice core. First measurements do not show this decrease, instead an
almost linear increase of CO2 is observed (Blunier et al. 1997). First experiments with a
low-order physical-biogeochemical model exhibit such an increase of CO2 during an abrupt
cooling event induced by glacial melting (Marchal et al. 1998a). This suggests that the
cooling at the sea surface that occurred during YD in the northern North Atlantic and
the northern hemisphere (Lehman and Keigwin 1992; Kennet and Ingram 1995) must have
been compensated by a warming elsewhere. This, however, is consistent with the postulated
antisymmetric coupling of the hemispheres during abrupt climate events. Therefore, CO2
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Figure 22: High-resolution climate records based on polar ice cores from Greenland and Antarctica
during a sequence of abrupt climate changes in the northern hemisphere. Changes in the isotopic
composition of the water molecule, δ18O and δD, indicate temperature variations. Atmospheric CO2

is measured in bubbles enclosed in Antarctic ice from Byrd station (Blunier et al. 1997) and increases
almost linearly during YD. At 16,500 yr BP the warming during deglaciation is well under way in
Antarctica while it is suppressed in Greenland probably due to Heinrich event 1. The transition into
the Bølling warm phase is abrupt and probably initiates the cooling in Antarctica (Antarctic Cold
Reversal). This slight cold phase is interrupted at the time YD begins in the northern hemisphere
at 12,700 yr BP. The northern cold phase is coeval with the resumption of warming in the south
which is, again, interrupted when YD terminates. This sequence strongly suggests an antiphase
coupling of northern and southern hemispheres during sequences of abrupt climate change. [Figure
from Blunier et al. 1997]
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Figure 23: The original Figure of Mitchell (1976) showing a schematic spectrum of climate vari-
ability which is a composite of a red noise background due to stochastic fluctuations and distinct
peaks resulting from various external forcings. Note that no peaks are in the El Niño and decadal-
to-century band [From Mitchell 1976].

provides circumstantial and additional evidence for this important mechanism.

d) Summary and Outlook

While our model accounts for several important features of YD, recent paleoclimatic re-
constructions of atmospheric methane concentrations (Chappellaz et al. 1993), mountain
glaciers (Thompson et al. 1995) and Antarctic ice cores (Mayewski et al. 1996) indicate
a global nature of the event where the low latitudes, in particular the hydrological cycle,
play an important role. However, it has become clear from the above results, that many
of these studies do not satisfy the stringent requirements regarding time control. The po-
lar ice cores from Greenland and Antarctica are synchronised on the basis of variations in
the atmospheric methane concentration with an uncertainty of less than 200 years (Blunier
et al. 1997). We find that, superimposed on the world-wide warming during deglaciation,
abrupt climate transitions at 14,500, 12,700 and 11,650 yr BP found in the north correlate
with smoother changes of the opposite sign in the south (Fig. 22).

Other prominent examples of abrupt change are found in the marine and ice core records
throughout the last glacial. Rapid events, Dansgaard/Oeschger cycles, are linked to the
periodic discharge of icebergs from the northern hemisphere ice sheets into the Atlantic
(Heinrich events) on the basis of the analysis of the composition of debris found in marine
sediment cores (Broecker 1994). These massive discharges cause, after some delay, a pro-
nounced warming in the North Atlantic region. First attempts with a box model indicate
the feedback mechanisms between ocean, atmosphere and ice sheet that are necessary to
produce this climate signal (Paillard and Labeyrie 1994; Stocker and Wright 1998).
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Figure 24: Climatic change over the last 40’000 years as obtained from the measurement of δ18O
on ice (from Johnsen et al. (1992), Dansgaard et al. (1993) and Hammer et al. (1994)) and
CH4 on air of bubbles trapped in the ice core (from Chappellaz et al. (1993) and Blunier et al.
(1995). Four different features of climate variability are evident in the different time series: (i) slow,
astronomically forced transition from the glacial to the interglacial (δ18O records and CH4); (ii) self-
sustained oscillations during the glacial (foraminifera assemblages in a sea sediment core (from Bond
et al. (1993)) and ice cores before 20 kyr bp); (iii) non-deterministic (chaotic) variability during
the Holocene (δ18O records); and (iv) abrupt reorganisations before 25 kyr bp and during the
Bølling/Allerød/Younger Dryas Period (all but Byrd Station core) [Figure compiled by T. Blunier]

4 Natural Variability

This section closely follows a more complete review article (Stocker 1996).

4.1 Introduction

Variability is a fundamental property of our climate system. Mitchell (1976) proposed
that the spectrum of climate variations is due to two different types of processes: internal
stochastic mechanisms and external forcing mechanisms including their resonant amplifica-
tion of internal modes. However, important aspects of climate variability are missing in this
classical picture: e.g. self-sustained oscillations or natural variability generated within the
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climate system. Detection of anthropogenic climate change depends on our knowledge of
the time scales and patterns associated with the natural level of variability on the decadal
to century time scale.

Many aspects of Mitchell’s schematic picture can be found in records of climatic data both,
directly observed and proxy. For instance, the red noise background of the spectrum (i.e.
longer time scales exhibit stronger spectral power) can be seen in observed data from the
atmosphere and ocean, and model simulations exhibit very similar spectral characteristics
(Delworth et al. (1993), their Fig. 2, reproduced here as Fig. 26). The spectra of longer
time series (oxygen isotopes on planktonic foraminifera shells found in sea sediments) also
confirm the red-noise continuum background and the presence of preferred time scales of
variability (see e.g. Imbrie et al. (1992) and Imbrie et al. (1993)). Of more interest due to
their predictive potential are the external mechanisms that produce variability on distinct
time scales such as the diurnal and seasonal cycles, cyclic processes without a single distinct
time scale such as ENSO, the Milankovic cycles and even slower, tectonic processes.

While this concept is a useful starting point, recent high-resolution paleoclimatic archives
(see Fig. 24) have clearly demonstrated that additional aspects of climate variability must
be taken into account. Four features of climatic change are evident in Fig. 24:

1. externally forced changes,

2. self-sustained oscillations,

3. non-deterministic variability,

4. abrupt reorganisations.

Various proxy and direct climatic data from the ice, sea and lake sediment archive illustrate
the climatic evolution during the last 40,000 years. The transition from the last glacial to
the Holocene is an externally forced change due to changes in the distribution of solar
radiation and the operation of a number of feedback mechanisms due to greenhouse gases
(foremost water vapor) and albedo (Imbrie et al. 1992; Imbrie et al. 1993). This is strong
support for the Milankovic theory of climate change.

Climatic swings between milder and colder phases (Dansgaard/Oeschger cycles) during the
glacial are most likely self-sustained oscillations of the Earth system (Bond et al. 1992;
Bond et al. 1993; Paillard and Labeyrie 1994). Non-deterministic variability is visible
indirectly in the δ18O record of the last 10,000 years (Holocene) which fluctuates about a well
defined mean value. This is a common feature of the climate system (Hasselmann 1976)
and some modeling studies support this also for fluctuations on the decadal-to-century
time scale (Saltzman 1983; James and James 1992; Roebber 1995). However, there are
first indications that decadal-to-century time scale may actually be associated with well-
organized and coherent changes in large-scale circulation patterns (Delworth et al. 1993;
Mysak et al. 1993; Pierce et al. 1995).

Abrupt reorganisations are also recorded in sea sediments and ice cores: the abrupt
warming into the Bølling/Allerød, the cooling initiating the Younger Dryas and its termi-
nation all occur on time scales of a few decades to a few years (Dansgaard et al. 1989;
Taylor et al. 1993) and can be understood as shifts between different equilibrium states
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when system parameters are slowly changing (Stocker and Wright 1991a; Mikolajewicz and
Maier-Reimer 1994; Rahmstorf 1995).

Solar forcing of periodic climate change on the decadal-to-century time scale has been a
topic of debate for a long time. The sensitivity of the climate system to changes in the
shortwave irradiation, however, seems to be rather small (0.14K/(Wm−2), based on an
AGCM simulation by Lean and Rind (1994)). Statistical analyses by Crowley and Kim
(1996), on the other hand, indicate that at least a portion of the proxy time series can
be correlated to solar cycles and that the variabiliy surface air temperature of the last few
decades is to some, though minor, extent due changes in solar radiation (Hegerl et al. 1997).

4.2 Observational Evidence – Measurements and Proxy Records

Direct observations begin to exhibit large-scale climatic changes on the interdecadal time
scale based on oceanic, atmospheric and geochemical data bases from the last 40 years
(Roemmich andWunsch 1984; Levitus 1989c; Parilla et al. 1994; Schlosser et al. 1991; Deser
and Blackmon 1993; Kushnir 1994; Lazier 1996). Kushnir (1994) found that the difference
between warm (1925–39, and 50–64) and cold years (1900–14, and 70–84) consists of positive
SST anomalies in the region of south-east Greenland, the Canadian maritimes and the US
east coast with associated sea level pressure patterns very similar to those reported by
Deser and Blackmon (1993). Hydrographic changes in the shallow and intermediate North
Atlantic reported by Levitus (1989a) and Levitus (1989b) are consistent with these findings.
Schlesinger and Ramankutty (1994) analyze global data sets of surface air temperature
covering the period 1858–1992 in 11 different geographical regions. They found a 50–80 year
cycle in various sub-regions of the globe with the largest amplitudes in the North Atlantic
and North American regions indicating the amplifying character of the North Atlantic.

A review of long-term cyclic fluctuations on the century time scale is given by Stocker and
Mysak (1992). Cycles of 50 years and longer are abundant in high-resolution proxy records
(Fig. 25), but a clear and unequivocal time scale is missing. As an example we mention
the study of Briffa et al. (1992) who have spectrally analyzed their 1480-year long tree
ring record of Fennoscandia from which summer temperatures are reconstructed. They find
significant power in the band of 30–40 years. An interesting feature is the fact that the
periods are not stable: they vary by several years depending on the sub-interval considered.
Such behavior is not expected if the oscillation were due to external forcing at a fixed period
but rather suggests an internal mechanism.

Important insight can be gained from a synthesis of different paleoclimatic archives. The
study of Mann et al. (1995) combines 35 different proxy records (tree rings, ice and coral
cores, lake varves, historical records) distributed mainly in the northern hemisphere with
a few “stations” in the south and covering the last 500 years. Spatial correlations and
patterns of natural variability can be recognized and significant cycles in the interdecadal
(15-35 years) and century (50-150 years) band are found. Interestingly, they are not stable
throughout time.

The North Atlantic region appears to be a focal area of climate variability. This is also ev-
ident from recent modeling results. Decadal-to-century time scale variability does in most
cases include the ocean circulation, in particular the thermohaline component. Mechanisms
are connected with the wind-driven circulation as well as with the ocean/atmosphere hy-
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Figure 25: Summary of climatic variations observed on the century time scale. The findings are
spatially and temporally ordered. The capital letters denote evidence in biological (B), radio carbon
(C), glaciological (G), historical (H), instrumental (I), oxygen isotope and other ice core parameters
(O) and tree ring records (T). The observed cycle period is given in brackets. C.C. denotes the Camp
Century δ18O record and ∗ indicates the 83-yr cycle in marine air and sea surface temperatures from
Folland et al. (1984). [From Stocker et al. 1992]

drological cycle. A qualitative understanding of internal variability in the climate system
is slowly emerging and centers of action have been identified.

4.3 Models and Mechanisms

The basic mechanism for oscillations due to different feedback processes of SST and SSS
anomalies was summarized by Welander (1986). He showed that a circular convection loop
can exhibit self-sustained oscillations when it is heated and “salted” on one side and cooled
and freshened on the other. This is reminiscent of the low and high latitudes where the
surface ocean is heated and evaporation causes an increase in salinity, whereas the opposite
happens in the high latitudes (see Fig. 13). In 2- and 3-dimensional ocean models mecha-
nisms generating natural variability are more difficult to understand, and the range of mech-
anisms and time scales is quite broad. The spectral properties of coupled atmosphere-ocean
general circulation models are already exhibiting a remarkable similarity with observations
(Fig. 26). However, we do not yet have a unifying theory explaining natural variability on
the decadal-to-millenia time scale but are rather in the stage of collecting evidence for such
fluctuations both from the observational and the modeling side. For now, a list of the type
and time scales of variability found in numerical models (ocean, atmosphere, coupled) helps
us in discussing physically plausible mechanisms of variability.

Table 3 on page 38 gives a summary of self-sustained oscillations found in a number of ocean,



THE OCEAN IN THE CLIMATE SYSTEM 37

Figure 26: Comparison of the spectral properties of a coupled A-OGCM with observations. The
total amount of variability in the displayed frequency band is remarkably similar to observations.
[From Delworth et al. 1993]

atmosphere and coupled models. We focus only on the most robust cycles in these models.
Mechanisms are connected mainly with the thermohaline but also with the wind-driven
circulation as well as with the hydrological cycle. The table is grouped into six categories of
mechanisms that will be briefly discussed below and ordered according to associated time
scales. The latter is not rigorous, of course, since periods depend on model parameters. A
more complete discussion is given by Stocker (1996).

a) Gyre–Thermohaline Circulation

This is a large-scale, basin-wide mechanism which is found primarily in ocean circulation
models run under mixed boundary conditions (Weaver and Sarachik 1991a; Weaver et al.
1993; Winton and Sarachik 1993). Formed in the western boundary current, warm and saline
anomalies travel eastward and are picked up by the sub-polar gyre which transports them
into the region of deep water formation. There, they influence the basin-scale overturning
and so feedback to the surface advection of these anomalies. While these models allow us
to isolate and investigate various mechanisms of internal variability, immediate application
to the real world is limited because of the simple parameterization of ocean-atmosphere
interaction, simplified geometry, and their still fairly coarse resolution.

b) SST Anomalies in the Northwest Atlantic

Coupled atmosphere-ocean climate models are also beginning to exhibit natural variability.
In a 600-yr run Delworth et al. (1993) find natural variability whose spectral properties are
remarkably similar to observations (Fig. 26). Interdecadal oscillations of 40–60 yr are evident
in the meridional overturning of the North Atlantic. When the thermohaline circulation is
weak, decreased advection of lower-latitude warm and saline waters into the central regions
of the North Atlantic generates a pool of anomalously cold and fresh water. The thermal
anomaly dominates and hence generates a geostrophically controlled cyclonic circulation at
the surface (baroclinic vortex). The western half of this anomalous circulation enhances
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Model Type Geometry Perturbation Surface Flux

Parameterisation

Gyre–Thermohaline Circulation

B&C 3D OGCM box, flat,
hemisph.

– mixed

B&C 3D OGCM 1 sector ocean,
flat, fixed ACC

var induced by
mismatch of sfc heat
flux and heat storage

temp. restoring time of
1-2 yr, salt flux
constant

3D B&C OGCM box, flat,
hemisph.

increase of freshwater
flux

freshwater flux only,
no thermal forcing

B&C 3D OGCM 1 sector flat
ocean, ACC fix

var induced by
mismatch of sfc fluxes

mixed, constant heat
or freshwater fluxes

3D OGCM hemispheric
box

– mixed

3D OGCM hemispheric
box

– mixed

SST Anomalies in the Northwest Atlantic

3D A/OGCM global – coupled, flux
correction

3D OGCM hemispheric
box

– constant heat flux,
mixed or simple atm.

Marginal Seas

B&C 3D OGCM flat N Atl. and
Labrador Sea

stochastic freshwater
flux

mixed

3D LSG OGCM global, incl.
topography

stochastic freshwater
flux

mixed

Basin-Scale Thermohaline Circulation

2D, zonally av.
OCM

1 sector ocean stochastic freshwater
flux

mixed

3D LSG OGCM global, incl.
topography

stochastic freshwater
flux

mixed

The Southern Ocean-North Atlantic Connection

3D LSG OGCM global,
topography

modified constant or
stochastic freshwater
flux

mixed

Other Mechanisms

2D, zonally
averaged OCM, ice

1 sector ocean – mixed

3D OGCM hemispheric
box

– mixed

3D AGCM,
coupled to LSG
OGCM

global – coupled, flux
correction

3D AGCM, dry global, flat
surface

– surface energy balance

Table 3: Internal variability found in various models. [From Stocker 1996]
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Period Mechanism Reference

Gyre–Thermohaline Circulation

9 advection of SSS anomaly by subtrop. and
subpolar gyres

(Weaver and Sarachik
1991a)

24 advection of SST anomalies by subtropical
gyre, overturning influences exposure time of
SST anomalies

(Cai and Godfrey
1995)

20–

350

advection of SSS anomalies influencing
overturning (transition to chaos)

(Huang and Chou
1994)

20–

100

advection of SSS or SST anomalies (Cai 1995)

250–

500

succession of haloclines and flushes triggered
by gyre salt transport

(Winton 1993)

> 500 advection of SSS anomalies by gyres and
vertical diffusion

(Winton 1993)

SST Anomalies in the Northwest Atlantic

40–60 baroclinic vortex in West Atlantic, meridional
heat flux and local heat storage

(Delworth et al. 1993)

50–70 meridional heat transport and local heat
storage

(Greatbatch and
Zhang 1995)

Marginal Seas

20 Labrador Sea, zonal and meridional
overturning

(Weaver et al. 1994)

10–40 Labrador Sea operates as stochastic
integrator sending SSS anomalies into N
Atlantic

(Weisse et al. 1994)

Basin-Scale Thermohaline Circulation

200–

300

large-scale SSS advection (Mysak et al. 1993)

320 large-scale SSS advection in the Atlantic
around entire deep circulation loop

(Mikolajewicz and
Maier-Reimer 1990)

The Southern Ocean-North Atlantic Connection

320 halocline in ACC influences NADW, its
outflow causes deep heating in ACC and
triggers convection

(Pierce et al. 1995)

Other Mechanisms

13.5 brine release–deep water
formation–meridional heat flux feedback

(Yang and Neelin
1993)

17 ice cover–thermal insulation feedback (Zhang et al. 1995)

10–20 advection of T anomalies in the Pacific (Von Storch 1994)

5–40 chaotic nature, subtropical and mid-latitude
atmospheric jets

(James and James
1992)

Table 3: Continuation from previous page. [From Stocker 1996]
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the mean northward current of warm and saline waters located in the center of the Atlantic
which is part of the large-scale conveyor belt circulation. The strengthened conveyor then
carries more saline and warm low-latitude waters into this region. Again, the thermal
contribution is stronger and creates an anomalous warm pool which is associated with anti-
cyclonic circulation. The latter weakens the mean flow again, and the cycle begins anew.
The oscillation is not stationary. It is intriguing that a similar instationarity of interdecadal
cycles is clearly present in proxy data (Briffa et al. 1992; Mann et al. 1995). Similar natural
variability is also present in an ocean-only model (Greatbatch and Zhang 1995) indicating
some robustness of this mechanism.

c) Marginal Seas

Marginal seas (Labrador, Greenland-Iceland-Norwegian, Weddell Seas) are potentially very
important pacemakers for self-sustained variability of the ocean circulation. Weaver et al.
(1994) and Weisse et al. (1994) found oscillations which are generated in the Labrador
Sea. The latter study also excites basin-scale cycles of the type discussed below. The
two mechanisms differ distinctly from each other in that in the first study (Weaver et al.
1994), the Labrador Sea itself generates the variability by changing rates of local deep water
formation, whereas in the other case (Weisse et al. 1994) the same region merely appears
as a storage of perturbations which, once accumulated, act outside the basin. An increased
resolution and, with it, a better representation of the water masses in the Labrador Sea
will refine our understanding of its role in controlling the natural variability in the North
Atlantic region.

d) Basin-Scale Thermohaline Circulation

Basin-scale variations of the Atlantic meridional overturning and hence meridional heat flux
are possible mechanisms for century time scale variability (Mikolajewicz and Maier-Reimer
1990). Large fluctuations with a time scale of 320 years are found in the mass transport
through Drake Passage and the meridional heat flux and overturning in the North Atlantic.
The mechanism is associated with the long residence time of SSS anomalies. The random
freshwater flux perturbations create local salinity anomalies that are advected northward
by the near-surface circulation in the Atlantic until they reach and influence the deep water
formation rate. Similar results were obtained for a wide range of parameters in a zonally
averaged one-basin ocean circulation model driven by random freshwater fluxes (Mysak
et al. 1993).

e) The Southern Ocean-North Atlantic Connection

Century time-scale variability can also be generated in the Southern Ocean (Pierce et al.
1995; Osborn 1995).The mechanism of variability is based on a newly found coupling be-
tween the hemispheres by the Atlantic thermohaline circulation. The model oscillates be-
tween two extreme states during one cycle: (i) strong deep water formation in the Southern
Ocean with significant influx of Antarctic Bottom Water into the Atlantic where the ther-
mohaline circulation is slightly weakened; (ii) halocline around Antarctica, no AABW in
the Atlantic with slightly increased Atlantic overturning.
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A cycle evolves as follows. When a strong halocline is present in the Southern Ocean, surface
heat exchange is strongly reduced (due to stable stratification and ice cover). The warmer
waters exiting from the Atlantic ocean manage to slowly heat up the subsurface Southern
Ocean until it is destabilised. Convection then establishes fairly quickly all around Antarc-
tica and reaches full strength within less than 100 years. During the following 200 years
convection slowly decreases again due to the action of net precipitation in that area. The
result is an asymmetric oscillation pattern. Pierce et al. (1995) show that this oscillation
is only possible when a nonlinear equation of state is used.

The above mechanism is similar to the flushes found in many other models (Marotzke 1989;
Wright and Stocker 1991; Weaver and Sarachik 1991b; Winton and Sarachik 1993) whose
characteristic feature is a decoupling of the lower ocean from the surface. In contrast to
these earlier studies where an entire basin had to be destabilized by diffusion and hence
evolved on much longer time scales of order 103 − 104 yrs, destabilisation here is due to
advection of warmer NADW, i.e. an “efficient” process with a time scale of a few hundred
years.

f) Other Mechanisms

Internal variability on the interdecadal time scale is found in simple ocean models when a
thermodynamic sea ice component is included. Formation of a sea ice cover releases salt
into the water column and induces convection (Yang and Neelin 1993; Zhang et al. 1995).

So far, we have discussed mainly oceanic processes localized in or related to the Atlantic.
However, there are also recent model examples of interdecadal cycles in the Pacific and in
the atmosphere alone (James and James 1992; Von Storch 1994).

5 Future Changes and Feedback Processes

5.1 Collapse of the Atlantic Thermohaline Circulation

Climate modelling suggests that the surface freshwater balance exerts a strong control on
the THC in the North Atlantic (Manabe and Stouffer 1988; Stocker and Wright 1991a;
Mikolajewicz and Maier-Reimer 1994) and that multiple equilibria can result (Fig. 14). In
the glacial, ice sheets provided the perturbation mechanism: ice streams which surge into
the Atlantic ocean may introduce enough freshwater to periodically disrupt the THC and
trigger abrupt coolings. The last such event probably lead to the 8,200 yr BP cooling event
(Barber et al. 1999; Alley et al. 1997; Leuenberger et al. 1999), but since the disintegration
of all northern hemisphere ice sheets (except Greenland), such events have been absent.

However, this does not mean that the ocean-atmosphere system has now moved into a region
of absolute stability. Warmer air temperatures, such as projected for the next century
due to a continuing emission of greenhouse gases, are likely to enhance the hydrological
cycle. This link between temperature and hydrological cycle is manifested by the methane
changes during each D/O event: the warming is associated with a 50% increase in the
CH4 concentration whose source areas are the mid and high northern latitudes (Dällenbach
et al. 2000). This is consistent with the notion that relatively warmer climate would cause
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a)

c)

b)

Figure 27: a: Prescribed evolution of atmospheric CO2 for five global warming experiments. b:

Simulated global mean surface air temperature changes. The climate sensitivity for a doubling of
CO2 was set at 3.7◦C in agreement with the simulation of Manabe and Stouffer (1993). c: Evolution
of the maximum meridional overturning of the North Atlantic in Sverdrup (1 Sv= 106m3/s). Note
the good agreement between the overturning simulated in the simplified model with that of the 3D
AOGCM. [modified from Stocker and Schmittner 1997]

a stronger meridional moisture transport.

In summary, warming would tend to strengthen evaporation at low latitudes, increase pre-
cipitation at higher latitudes and thus accelerate the hydrological cycle. As ocean models
indicate, this would lead to a reduction of deep water formation in the northern North
Atlantic due to a freshening of the surface waters. A reduction of sea surface density is
also caused by the increased surface air temperatures further reducing the thermohaline
circulation. While the relative strength of these two mechanisms is debated (Dixon et al.
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1999; Mikolajewicz and Voss 2000), a general reduction of the Atlantic THC in response
to global warming appears to be a robust result found by the entire hierarchy of climate
models (IPCC 2001).

As already Fig. 14 suggests, threshold values of key climate variables exist beyond which
the THC can no longer be sustained. Among these are the level of greenhouse gases in the
atmosphere (Manabe and Stouffer 1993) as well as the rate of increase of greenhouse gas
concentration (Stocker and Schmittner 1997; Stouffer and Manabe 1999). This is illustrated
in Fig. 27.The climate sensitivity is set at 3.7◦C for a doubling of CO2 in agreement with
Manabe and Stouffer (1993). The standard rate of CO2 increase is 1%/yr compounded;
experiments with a fast rate of 2%/yr (denoted F) and a slow rate of 0.5%/yr (denoted
S) are also performed. The maximum CO2 values are 560 ppmv (exp. 560), 650 ppmv for
experiments 650 and 650F, and 750 ppmv for experiments 750 and 750S. Once the maximum
value is reached, CO2 is held constant (Fig. 27a).

Simulated global mean surface air temperature changes do not depend on the emission
history for a given maximum CO2 concentration (Fig. 27b). However, there exists a bifur-
cation point for the maximum meridional overturning of the North Atlantic (Fig. 27c). In
all cases, a reduction is obtained with an amplitude depending on the values of maximum
atmospheric CO2 and of the rate of CO2 increase. The circulation collapses permanently
for a maximum concentration of 750 ppmv with an increase at a rate of 1%/yr (exp. 750).
It recovers, however, and settles to a reduced value if the increase is slower (0.5%/yr, exp.
750S) or if the final CO2 level is reduced to 650 ppmv (exp. 650). Similarly, for a fast in-
crease (exp. 650F) at a rate of 2%/yr the circulation collapses. All experiments have been
integrated for 10,000 years and no further changes have been observed. In other words,
once the THC collapses it settles to a new equilibrium and changes are hence irreversible.

The few model simulations show, that the critical level for THC collapse is somewhere
between double and fourfold preindustrial CO2 concentration, but this depends critically
on various model parameterizations (Schmittner and Stocker 1999; Knutti et al. 2000).
The threshold lies lower if the CO2 increase is faster. If the threshold is crossed, a com-
plete collapse of the Atlantic THC ensues which results in regional cooling and water mass
reorganization very similar to the paleoclimatic experiments with the same model.

Most 3-D simulations indicate a reduction of the THC by the year 2060, but not a complete
collapse (IPCC 2001). A collapse appears therefore unlikely to occur by 2100 but it can
not be ruled out for later. Important in this context is to note that a reduction of the THC
moves the system closer to the threshold and the likelihood of a collapse may well increase
(Tziperman 2000). Concern for this potentially irreversible phenomenon may thus increase
in the future.

5.2 Impact of the Projected Sea Level Rise

The Atlantic THC is an important transport mechanism from the surface to the depth.
The amount of heat mixed into the interior of the ocean therefore depends also on the
strength of the THC. A stronger THC would represent a more efficient downward transport
of heat. More than half of the projected sea level rise is due to the thermal expansion of
the water column (IPCC 1996). Because the vertical distribution of excess heat affects sea
level, changes of the THC have the potential to influence the rate of sea level rise as well
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Figure 28: (a) Global mean atmospheric temperature increase, (b) Atlantic deep overturning,
and (c) global mean sea level rise versus time in two almost identical global warming experiments
using the model version with a Gent&McWilliams mixing scheme. If the Atlantic deep overturning
collapses (dashed lines), steric sea level rise is much larger for the same atmospheric temperature
increase than if the overturning recovers (solid lines). [From Knutti and Stocker 2000]

as that achieved under equilibrium.

The simplified models allow us to construct a well-defined experiment, in which the ocean
model is placed at a bifurcation point. Just beyond the bifurcation point the THC col-
lapses, otherwise it recovers. The point is that the equilibrium global warming in these two
simulations is nearly identical but the internal distribution of heat may differ substantially.
This is shown in Fig. 28. Global mean warming is about 1.8◦C with an equilibrium sea level
rise of about 0.5m if the THC continues (solid lines, Fig. 28). However, if the circulation
collapses, the equilibrium sea level rise is about 0.7m larger. When the THC slows down,
the surface waters in the North Atlantic tend to cool relative to a simulation in which the
THC does not change. The increased air-sea temperature contrast therefore enhances the
heat uptake during the transient phase.

5.3 A possible runaway greenhouse effect?

Given the insights about the workings of the climate system, we must pose a burning
question: Do these massive ocean reorganisations have to potential to trigger a runaway
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Figure 29: Possible feedback mechanisms that influence the atmospheric CO2 concentration. In
two cases, a positive feedback occurrs with the potential of reinfocing the warming. NA denotes
North Atlantic, SOI is the Southern Oscillation Index.

greenhouse effect? The reasoning goes as follows (Fig. 29). A warming atmosphere clearly
leads to increasing sea surface temperatures (SST) which, in turn, reduce the solubility of
CO2 in the surface waters. Warmer waters hold less dissolved carbon and warming thus
causes an outgassing of this greenhouse gas. This constitutes a positive feedback loop (top in
Fig. 29) enhancing the initial increase of atmospheric CO2. A further positive feedback loop
(left in Fig. 29) is associated with the effect of downward transport of carbon by the THC.
If the THC collapses, much less carbon will be buried in the deep sea, again reinforcing
accumulation of CO2 in the atmosphere.

There is a third feedback loop added in Fig. 29. It is based on previous experiments
which point to a stabilising effect of possible changes in ENSO as explained in section
??. Notwithstanding, there seems enough concern to use physical-biogeochmical models
to investigate quantitatively the question, how much these positive feedback mechanisms
could contributed to an increase in atmospheric CO2.

Model simulations using 3-dimensional ocean general circulation models with prescribed
boundary conditions predicted a minor (Maier-Reimer et al. 1996) or a rather strong
(Sarmiento and Le Quéré 1996) feedback between the circulation changes and the uptake of
anthropogenic CO2 under global warming scenarios. However, the complete interplay of the
relevant climate system and carbon cycle components was only taken into account in the
recent study by Joos et al. (1999). A series of CO2 stabilization profiles were prescribed for
the next 500 years along with a specific climate sensitivity, i.e. the global mean temperature
increase due to a doubling of CO2: typically 1.5–4.5◦C (Fig. 30a). As expected this leads
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Figure 30: (a) Scenarios for the stabilization of atmospheric CO2 concentration over the next 500
years; (b) evolution of the overturning circulation in the Atlantic in response to global warming
caused by increasing concentration of CO2. The climate sensitivity of the current experiments is
3.7◦C for a doubling of CO2 [From Joos et al. 1999].

to a reduction of the Atlantic THC. Again, a threshold value is between 750 and 1000 ppmv
for a complete cessation of the THC (Fig. 30b).

With this model different experiments with the ocean carbon pumps operating or suppressed
can be performed. Such experiments are essential for a better understanding of the various
processes influencing ocean uptake of CO2 and shown in Fig. 31. A maximum uptake of
5.5Gt/yr is simulated if there is no change in ocean circulation nor sea surface temperature
(curve A). The full simulation including all feedbacks (sea surface temperature, circulation
and biota) shows a long-term reduction of almost 50% in the uptake flux provided the
Atlantic THC collapses (curve B). The solubility effect is important in the first 100 years
(curve C) but later, the circulation effect takes over (curve D). If the circulation does not
break down as in WRE550 (Fig. 31b), circulation and biota feedback compensate each
other, and the solubility effect remains the only significant feedback effect. The reduction
of strength of the ocean as a major carbon sink appears a robust result, but the model
also shows that dramatic feedback effects (such as a runaway greenhouse effect) are very
unlikely. The maximum increase of CO2 in the case of a collapsed Atlantic THC is estimated
at about 20%. This result is entirely consistent with the evidence from the paleoclimatic
records: major atmosphere-ocean reorganizations such as expected during H- or D/O-events
appeared to have a relatively small influence on atmospheric CO2 equivalent to about 30 ppm
at most.

6 Conclusions

Important aspects of climate change, in particular the series of abrupt changes during the
last glacial and the sequence of events that characterised the last transition from the glacial
to the present warm period, are determined by chagnes in the deep circulation of the ocean.
Abrupt warmings and cooling, and their counterparts in the southern hemeisphere can be
explained by the operation of the Atlantic thermohaline circulation. Models suggest that
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Figure 31: Evolution of the oceanic uptake of carbon dioxide for the different stabilization scenarios
of Fig. 30. In WRE1000 (a), the Atlantic thermohaline circulation collapses completely by year 2500,
in WRE550 (b) it remains close to the initial strength. The different simulations are labelled A–D.
In A, all feedbacks are neglected (constant ocean), B is the full simulation (temperature, circulation,
biota changes), C is only sea surface temperature changes (circulation held constant), D (temperature
and circulation changes). Further explanations on regarding the different scenarios are in the text
[From Joos et al. 1999].

this circulation is vulnerable to changes in the surface freshwater balance. Ice sheets have
presented important sources of perturbations to the freshwater balance in the Atlantic. Fre-
quent discharges of icebergs, which introduce massive amounts of freshwater upon melting,
are recorded in marine sediments as so-called Heinrich layers. Major climatic changes are
recorded in the Greenland ice cores and other high-resolution archivews around the time of
these Heinrich events. Simplified models, particularly when coupled to components of bio-
geochemical cycles, provide a framework to study in detail the processes that are responsible
for these climatic changes.

The same models also make predictions for the future. In a warmer world, the surface
freshwater balance of the Atlantic will most likely be altered. Models suggest that the
changes are towards more freshwater due to an enhanced meridional transport of freshwater.
The thermohaline circulation reacts in the same way as it did to the iceberg perturbation:
the THC reduces, in some simulations it even stops. Such changes would be massive and,
although not very likely to occurr in this century, would have a profound impact on all
aspects of climate, especially in the North Atlantic region. Furthermore, the same models
indicate that the reduction of the THC itself moves the system closer to thresholds and
instability becomes more likely.

A key task of climate research is therefore a detailed exploration of the state of the ocean-
atmosphere system in order to answer the following questions:

• Is there evidence for rapid changes in warmer climates?

• What is the current state of the ocean circulation?

• Which are the thresholds and how close is the ocean-atmosphere system to them?
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• How fast in in which direction is the system evolving with respect to these thresholds?

It is clear that only a very close collaboration between paleoclimatic research, observational
studies in key areas and modelling using a hierarchy ranging from simplified dynamical
models to 3-dimensional coupled general circulation models of the highest resolution will
have the change of providing answers to these pressing questions.

Acknowledgement: I thank O. Marchal and A. Schmittner for discussions. This work was partially
supported by the Swiss National Science Foundation.
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