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Bern3D-LPJ model description 2

The Bern3D-LPJ is an Earth System model of Intermediate Complexity (EMIC) with a fully
coupled carbon cycle that consists of components representing the ocean and sea ice, ocean sed-
iments, the atmosphere, and the terrestrial biosphere including peatlands and permafrost soils.
Here we use a version that has recently been applied for experiments in the context of projects
contributing to the Fifth Assessment Report of the IPCC (refs. 1-4). The ocean sediment com-
ponent, however, was not included in the present study to reduce the computational cost and

because sediment processes are largely insignificant on the time scales considered here.

The physical ocean model is based on the model by ref. 5 and described in detail by ref.
6. It is a global three-dimensional frictional geostrophic model with a horizontal resolution of
36 x 36 boxes and 32 vertical levels. Marine biogeochemistry and air-sea gas-exchange are
implemented following OCMIP-2 (refs. 7,8) with the extension of prognostic formulations for
marine biological productivity as well as representations for the cycling of iron?, silica'®, 1*C,

and C.

The atmosphere is represented by a two-dimensional energy and moisture balance model
(EBM) as described by refs. 11, 12. Depth-integrated horizontal heat fluxes are parameterized
in terms of eddy-diffusive fluxes with uniform zonal and latitude-dependent meridional dif-
fusivities. Vertical shortwave radiation fluxes are calculated from incoming solar radiation'?,
zonally averaged fractional cloud cover, and surface albedo'*. The outgoing longwave radia-
tion fluxes are parameterized after ref. 15 with additional radiative forcings due to CO, (ref.
16), other greenhouse gases, aerosols, and a feedback term, which is tuned to produce an equi-

librium climate sensitivity of 3°C in the standard model setup.

The terrestrial biosphere component is an extended version of the Lund-Potsdam-Jena
(LPJ) Dynamic Global Vegetation Model as used by refs. 17, 18, and described in detail by
ref. 19. The model is run at a resolution of 3.75° x 2.5° and represents vegetation by 12 plant
functional types. The fertilization of plants by increasing atmospheric CO5 concentrations is

modeled according to the modified Farquhar scheme®. Potential damages and growth reduc-
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tion by air-pollutants are not considered in the model. The LPJ version used here additionally

21,22 23,24

includes a land use module~" -, a new hydrology scheme that allows for the simulation of

permafrost dynamics and peatlands?*~°, and a land surface albedo component?’.

Parameter sampling

The 19 model parameters that are sampled in the Monte Carlo integration are given in Table
S1. 11 parameters belong to the LPJ terrestrial biosphere model component and most of them
are described in detail by ref. 19. The selection of these parameters was guided by the previous
work of ref. 28. They analyzed an earlier version of the model by sampling 36 parameters
and identified the most important ones in controlling carbon fluxes and pool sizes. «,, acs,
and 6 control photosynthesis and g,,, the maximum canopy conductance, is an important hy-
drological parameter. Those four parameters were identified as the four most important ones
for NPP and heterotrophic respiration and they are among the eight most important parameters
controlling carbon pool sizes?®. Further, Tsapwood and MOrty,, as well as foi and fqow Were
selected because they belong to the most important parameters for vegetation and soil carbon
pool sizes, respectively. In addition we chose three parameters that are likely to be impor-
tant for the response of soil carbon under future warming. respq,, q controls the temperature
sensitivity of respiration and soil decomposition. This parameter is specified as a nominal Qg
temperature coefficient because this is commonly found in the literature. In fact the temperature
sensitivity is modeled with an Arrhenius-type dependence? in which Ej is modified as follows:
Ly = 308.56 - %. At moderate temperatures up to ~20 °C the Arrhenius-type depen-
dence corresponds approximately to the exponential dependence, at higher temperatures the
sensitivity is lower for the Arrhenius-type dependence. kil scale 1S @ scaling factor applied to
the decomposition rates of organic carbon in the fast and slow soil pools. Finally, Cpeat scale

determines the initial amount of carbon stored in northern peatlands.

Three parameters controlling the energy and moisture balance model of the atmosphere
(EBM) are sampled. diff,,,1 and diff},eriq scale control the depth-integrated heat fluxes in terms
of zonal and meridional eddy-diffusive fluxes!!:!2. The uniform zonal diffusivity is specified di-

rectly and diffy,erid scale 15 @ scaling factor for the latitude-dependent meridional diffusivity. The
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third EBM parameter is the nominal equilibrium climate sensitivity. In the relatively complex

model applied here the climate sensitivity cannot be specified explicitly. Instead the feedback
parameter A\ (refs. 11, 12) is adjusted according to a calibration curve to produce the specified
equilibrium climate sensitivity. The effective climate sensitivity, however, corresponds only
approximately to the nominal value because the calibration is done with the standard model

setup and other parameters that are modified also influence the climate sensitivity.

Three parameters have been selected from the Bern3D ocean component. diffg;, and
diffis, are the diapycnal and isopycnal diffusivities that control the ocean circulation and thus
the transport and vertical mixing of heat, carbon, and other tracers®*. Fgas scale 1 @ scaling
factor applied to the OCMIP-2 air-sea gas transfer velocity field*! and affects the oceanic uptake

of anthropogenic carbon.

Finally, the last two parameters modulate the radiative forcing from well mixed green-
house gases (RFgHG scale) and aerosols (RF,eros01 scale). They are applied as scaling factors to the
prescribed time series (or to the simulated RF in the case of CO,) and reflect the uncertainties

given by ref. 32.

We define a plausible range for each parameter based on literature and/or expert judge-
ment (Pmin, Pmax; lable S1). Normal prior distributions (/V) are chosen for ranges that are
basically symmetric with respect to the standard parameter value (psiq) and log-normal priors

(L) are used for asymmetric ranges:

- _ ! (@ —paa)®
N(xupstd7 U) — (\/%0_> eXP( 20_2 )7 (1)
_ B 1 _(In(z = 1) = In(psia — 1))
L(x7pstd7 S, l) - ( 271'8(:6 _ l)) eXp( 942 )7 (2)
o Pmax 4_ Pmin ' (3)

The shape (s) and location (/) parameters of the log-normal distributions are given in Table
S1. They are chosen such that the median of the distribution matches pyq and the standard-
deviation o is % of the parameter range, as for the normal distribution. This leads in most cases
to distributions where the Py, t0 pmax range corresponds to the (largely symmetric) ~95%

confidence interval (c.i.). Exceptions are parameters where the considered parameter range is

WWW.NATURE.COM/NATURE | 4



doi:10.1038/nature12269 RN T::{H M SUPPLEMENTARY INFORMATION

5
very asymmetric with respect to the standard value: g,, (69% c.i.; 29-98%), mort,,. (83% c.i.;

15-98%), faow (63% c.i.; 35-98%), diff i, (86% c.i.; 12-98%), and diffs, (86% c.i.; 12-98%).

From the resulting prior distributions (Fig. S2) an ensemble of 5,000 model configura-
tions is generated by sampling the parameter space by applying the Latin hypercube sampling

method?3.

Observational constraints

The 26 observation-based data sets used to constrain the model ensemble are listed in Table
S2. They range from single numbers to multi-dimensional gridded data sets in space and/or
time. The data sets are organized in a hierarchical structure (Fig. S3) for aggregating the scores
of individual constraints to the total score. This ensures both an adequate weighting of data
sets with varying number of data points and also a balanced weighting between the different

components of the carbon-cycle climate system.

For each ensemble member and each data set ¢, a relative mean squared error (MSE) is

calculated as
Xmod _ qus 2
J 5 J ) . (4)

MSE}® = Zaj<
J

o
X3rod and X" are the modeled and observed values at the data point j, respectively. a; are
the weights of the data points (i.e. volume or area for gridded data sets), and 02 = 02, + 02,4
represents the combined observational error (02%) and model discrepancy (¢2_,). While the
observational error is given for most of the data sets, the model discrepancy is difficult to
specify**. Following ref. 30 we estimate the combined error for each data set with the variance
of the model-data difference for the best fitting model realisation (i.e. the model with the
smallest MSE). In some few cases where the observational error is larger than this estimate
(and thus the combined error is clearly underestimated), the observational error is taken as total

error for logical reasons, i.e.

0% = max[Var(X™4 — X°b) o2 . (5)

obs

The MSE!® from individual targets are then aggregated by averaging over the group of
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variables at the same level in the hierarchical structure depicted in Fig. S3. From the World

Ocean Atlas (WOA) temperature field, for example, first the MSE™ for the surface and the full
three-dimensional fields are averaged. Then this average is combined with the results from S
and PO, to get the average relative error for the group "WOA’, and so on. Finally, the mean
MSE*™! from the four main categories are averaged to get the total mean error. This gives the
grouped land, ocean, CO, and heat constraints equal weights of i with respect to the total score.

rel

This procedure can be summarized as MSE!, = 3, w; - MSE!®, where w; = nil -—....1s the

1
n2

product of weights at each level in the hierarchical structure given by the number of groups/data

sets at the corresponding levels (e.g. n; = 4 for the main categories).

Finally the score S,,, = exp(—%MSEif}t) is calculated from the total average relative MSE
for each ensemble member m and used as weight in all PDF calculations. .S,, is a likelihood-
type function and basically corresponds to a product of Gaussian distributions of data-model
discrepancies with zero mean and variance 0. Yet the score S, cannot be interpreted strictly
in terms of likelihood since we do not account for the correlation structure of errors (i.e. au-
tocorrelation of errors of a variable or correlations between different variables). As also noted
by refs. 30, 35,36 it is very challenging to extend full Bayesian calibration as described e.g.
by ref. 34 to multivariate tracers and large data sets. To our knowledge, there currently exists
no method to estimate error correlations in a computationally feasible way for such a large
data set as used in this study. Nevertheless, the score .S, provides an indication of the relative

performance of the models and can be used to constrain the ensemble.

To reduce computational cost, ensemble members with very low scores are discarded and
not taken into account for the scenario simulations. The cumulative weight of the remaining
1,069 simulations is 99% of the total weight °,, S,,. Thus the difference in the posterior
PDF of any variable obtained from the reduced ensemble is < 1% compared to the full 5,000-

member ensemble.

Some data sets and model results had to be pre-processed for the MSE calculation. The
gridded T, S, and POy fields from the World Ocean Atlas 2009 (WOAQ9) were remapped to
the model grid by volume-weighted averaging. The mapping error of the WOAOQ9 data sets
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was estimated with the absolute difference between the analyzed and statistical mean fields.

The total error (mapping error and standard error) was then remapped to the model grid and
corrected with the square root of the number of aggregated grid cells. Similarly, the GLODAP
data sets (alkalinity, CFC-11, dissolved inorganic carbon (DIC), and 14c, including errors), soil
carbon maps, and fAPAR fields were remapped to the model grid. No observational error is
known for the soil carbon maps and the local NPP and vegetation-carbon estimates. In these

cases o is given by the variance of the model-data difference for the best fitting model alone

(Eq. 5).

To compare the annual atmospheric CO, cycle with local measurements at specific sites,
the global atmospheric tracer model TM2 (ref. 37) was used to translate global fields of sim-
ulated monthly air-sea and air-land CO, fluxes to local concentration anomalies. Simulated
monthly [COs] anomalies (mean 1950-2010) are then compared to the observed annual cycles
at nine stations of the NOAA/ESRL cooperative air sampling network (GLOBALVIEW-CO,;
ref. 38). The nine stations are ALT (Alert, Nunavut, Canada, 82° N), BRW (Barrow, Alaska,
USA, 71°N), AZR (Terceira Island, Azores, Portugal, 39° N), RPB (Ragged Point, Barbados,
13°N), CHR (Christmas Island, Republic of Kiribati, 2° N), ASC (Ascension Island, UK, 8° S),
SMO (Tutuila, American Samoa, 14° S), AMS (Amsterdam Island, France, 38°S), and CGO

(Cape Grim, Tasmania, Australia, 41° S).

Scenarios and model forcings

To explore the range of future anthropogenic greenhouse gas and aerosol emission trajectories,
we use 55 scenarios that were provided by the integrated assessment modeling community.
The set includes baseline ("business as usual’) as well as mitigation scenarios that were gen-
erated with several Integrated Assessment Models (IAMs) which consider possible future de-
mographic, economic, social, technological, and environmental developments. Four scenarios
are the representative concentration pathways (RCPs) that have been selected for model exper-
iments in preparation of the next IPCC assessment report>®%°. 22 scenarios were developed
as part of the Energy Modeling Forum Project 21 (EMF-21; refs. 41,42), which served as a

basis for the RCP selection. Further, we selected 6 out of the 20 scenarios provided by the
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Greenhouse Gas Initiative (GGI; ref. 43) at IIASA and 23 out of the 64 scenarios from the

Asia Modeling Exercise (AME; ref. 44). These post-RCP” scenarios were selected to extend

the RCP/EMF-21 scenario space as much as possible. All scenarios, IAMs, and corresponding

values for [CO,]?!% and RFFY are listed in Table S3.

21%* century emissions of the major anthropogenic greenhouse gases (CO,, CHy, N5O,
SFg, and several halocarbons), aerosols and tropospheric ozone precursors (SO,, CO, NO,,, and
volatile organic compounds (VOC)) are specified in the scenarios, except for the AME scenar-
10s which provide emissions only for COy, CHy4, and N5O. In order to use the AME scenarios
in our framework, we chose the most conservative approach by holding constant the aerosol
emissions at the level of the year 2005 and neglecting the contribution from the missing minor
greenhouse gases. Fossil-fuel (FF) CO, emissions are harmonized with the historical record®
by cubic spline interpolation between the years 2010 and 2020. From this we calculate the
radiative forcing from non-CO, greenhouse gases (RFync grg) and aerosols (RFxc aerosols) a8
described in refs. 17,46. RFnc = RFne gie + RENC aerosols 15 harmonized with the radiative
forcing from historical emissions by the year 2005 as specified for the RCPs. CO, emissions
are not included in the RFy¢ calculation because they are used directly to force the interac-
tive carbon cycle-climate model. For the concentration-driven simulations we obtain the CO,
concentration pathway by diagnosing [CO-] in Bern3D-LPJ simulations with the standard pa-
rameter values and specified CO5 emissions. Following the approach of ref. 47 for RCP4.5 and
RCP6.0, we extend the scenarios from 2100 to 2300 by stabilizing [CO-,] and RFy¢ by the year
2150. We note that this approach might be somewhat too pessimistic for low emission scenar-
10s. The resulting forcing time series are shown in Fig. S4 together with the corresponding

FF-CO, emissions for the standard model parameter settings.

In addition to [CO5] (or FF-COy for the emission-driven simulations) and RFyc, the
Bern3D-LPJ model is forced with CMIP5 (ref. 48) recommended data sets of anthropogenic

31:32 "and orbital configuration'®. After

land-use changes*’, volcanic aerosols>’, solar irradiance
2005, no volcanic forcing is applied, the orbital forcing remains constant, and the last solar cy-
cle is repeated. After 2100, the land-use area is assumed to remain constant. This experimental

setup is very similar to that of refs. 1,2. Since land-use maps are only available for the four
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RCP scenarios, the other 51 scenarios assume 215 century land-use changes according to the

RCP8.5 scenario.

We have examined the sensitivity of the results to the choice of the land-use maps with
simulations where the land-use maps from all four RCPs are applied to each EMF-21 scenario.
These simulations are carried out with a model setup where the parameters are set to the median
of the posterior parameter distributions. This model configuration reproduces the median of the
ensemble reasonably well (black crosses in Fig. S19). We find that prescribing the land-use
map from RCP2.6 instead of RCP8.5 has a negligible effect on the diagnosed FF-CO, emis-
sions (-1 to -3 GtC; Fig. S19a) and ASAT (-0.01 to 0.02 °C; Fig. S19b). Effects are larger when
prescribing the land-use maps from RCP4.5 or RCP6.0. This is not surprising as in RCP8.5 and
RCP2.6 the total global land-use area is increasing in a similar way similarly during the 215
century®’, leading to cumulative land-use change emissions of the same order of magnitude.
In contrast, the total land-use area decreases in RCP4.5 and RCP6.0 and the cumulative land-
use change emissions are hence lower. Our sensitivity runs show that the diagnosed FF-CO2
emissions are 50—60 GtC (RCP6.0 land-use) and 90-100 GtC (RCP4.5 land-use) higher than
when prescribing RCP8.5 (or RCP2.6) land-use maps (Fig. S19a). That means that the allow-
able emissions shown e.g. in Fig. 4 of the paper would be somewhat higher (about 5-10%
for the mid-range scenarios) when assuming that the land-area decreases in the 215 century
as in the RCP4.5 and RCP6.0 scenarios. The effect on the global mean temperature change
due to different land surface albedo is very small (0.04-0.06 °C for RCP6.0 and 0.07-0.09 °C
for RCP4.5; Fig. S19b). The sea-level rise and ocean acidification targets are not affected by
different land-use maps (or only indirectly via SAT). The cropland targets are neither affected

because we only account for changes on present-day (2000 A.D) cropland areas.

Atmospheric CFC-11 (ref. 53) and *C (refs. 54-56) concentrations are specified for the
historical period to simulate the air-sea gas transfer and ocean mixing of these tracers. Tracer
distributions of CFC-11 and '*C in the ocean are only needed to constrain the model ensemble
and the specified atmospheric concentrations are independent from [CO-], radiative forcing, or

other model components.
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Calculation of allowable emissions

To derive the Complementary Cumulative Distribution Function (CCDF) of allowable cumula-
tive fossil-fuel emissions as shown in Figs. S14 to S18 we need to extend the simulation results
from the limited set of scenarios to the whole scenario space spanned by these scenarios. We
represent the scenario space as two-dimensional space with coordinates ([CO5]?'%°, RFH).
The model simulations provide results for the 55 corresponding points in that space. By using
ordinary kriging®’ we interpolate all required variables of each ensemble member on a regular
200x200 grid inside the convex hull of these points. This is done for the 26 RCP and EMF-21

scenarios as well as for the extended set with all 55 scenarios.

In the next step, we search for the isolines in the interpolated fields that correspond to the
defined limits for the selected target variables. If we consider multiple targets simultaneously,
we accordingly search for the grid cells in the scenario space that define the boundary of the
region where none of the targets is exceeded. We require that the target limit is never exceeded
up to 2100 (or 2300) and therefore we analyze the maximum of the target variables for the
time horizons 2005-2100 and 2005-2300, respectively. This is a stronger requirement than
just demanding that the limit is not exceeded at the year 2100 or 2300. In many cases, however,
the two options are equivalent because the target variables are strictly increasing with time. An
exception is, for example, Aq~3 in the RCP2.6 scenario, where the loss of surface waters with
Qarag >3 peaks before 2100 and decreases afterwards to values similar as today by 2300 (Fig.
S1)

The grid cells of the interpolated cumulative FF-CO, emissions that correspond to the
isoline for a specific target then define the allowable emissions for this target (c.f. isolines

in Fig. 3). To capture the scenario uncertainty introduced by the range of RFZ2° for a given

[CO,|*'™ we determine the maximum (Ef;,*), minimum (Ef;,""), and average (Ef;, ©) allow-

able emissions along the isoline for each target ¢ and ensemble member m.

No isoline can be found if all scenarios yield higher or lower values than the target limit.

In that case, we cannot determine the allowable emissions, but it is clear that they must be lower
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than the emissions in the lowest scenario (E,i;min) if all scenarios exceed the limit, or higher than

the emissions of the highest scenario (£5™%) if no scenario exceeds the limit, respectively. We
handle this problem by excluding an ensemble member from the CCDF outside of the range
Esmin_psmaxif the allowable emissions cannot be determined. Portions of CCDFs where more
than 10% of the total model weight had to be excluded due to this reason are shown as symbols
without uncertainty range in Fig. 4 and as dashed lines in Figs. S14 to S18, respectively.
Generally, this indicates that the corresponding target is too low (or too high) to make a sound
quantitative statement for the concerning range of emissions because this range lays outside
of the range of scenarios considered here. The given emissions can therefore be interpreted as

estimates for upper (lower) limits in those cases.

Finally, the CCDF for each target ¢ is determined from the entire ensemble as

CCDF?ax/min/ave(E) _ Z 8<E;;7111ax/min/ave . E)gm (6)
0 ifx<0
O(z) = (7)
1 ifx >0,
where Sm = ZS’“S is the normalized score of the ensemble members that contribute to

that portion of the CCDF as explained above. CCDF;{*(E) is shown as lines in Fig. S14,
CCDF"»(E) and CCDF;"*(E) define the shaded areas. The results presented in Fig. 4 are
obtained by evaluating CCDF:**(E), CCDF™"(E) and CCDF**(E), at the 66% and 90%

confidence levels, respectively.
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Supplementary Tables S1 to S5
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Table S3: Emission scenarios from the EMF-2141, RCP3, ITASA GGI#3, and AME# integrated assessment
modeling projects used to generate the forcing time series for the scenario simulations (Fig. S4). The
mitigation scenarios are based on radiative forcing targets (OS = overshoot is allowed, NTE = not-to-exceed),
[CO.] stabilization targets, or a global carbon price, rising at 5% per year. Corresponding SRES-storylines are
given in brackets where applicable. The GGI and AME scenarios used in this study were selected from larger set
of 20 and 64 scenarios, respectively. The AME scenarios provide emissions only for the three major greenhouse

gases CO2, CHy, and N2 O and are therefore characterized by a low RFyc in this study (see text).

No Project  Model Scenario [CO,)2100 RF{

(ppm) Total (W/m?)  Aerosol (W/m?)

1 EMF-21 AIM 4.5 W/m? (B2) 632 0.74 -0.70
2 Reference (B2) 790 1.78 -0.77
3 EPPA 4.5 W/m? 671 1.13 -0.81
4 Reference 1,030 2.82 -1.19
5 IMAGE 2.6 W/m? (B2) 439 0.77 -0.12
6 2.9 W/m? (B2) 485 0.76 -0.11
7 3.7 W/m? (B2) 530 1.00 -0.10
8 4.5 W/m? (B2) 642 0.98 -0.21
9 5.3 W/m? (B2) 714 0.88 -0.43
10 Reference (B2) 853 1.18 -0.70
11 IPAC 4.5 W/m? (B2) 644 1.54 -0.35
12 Reference (B2) 852 1.96 -0.55
13 MESSAGE 3.2 W/m? (B2) 503 1.43 -0.27
14 4.5 Wim? (A2) 621 1.65 -0.42
15 4.6 W/m? (B2) 645 1.63 -0.30
16 Reference (A2) 1,114 3.34 -0.71
17 Reference (B2) 795 2.36 -0.43
18 MiniCAM 3.5 W/m? (B2) 484 0.65 -0.30
19 4.0 W/m? (B2) 541 0.70 -0.29
20 4.5 W/m? (alt,B2) 604 0.77 -0.27
21 4.5 W/m? (emf,B2) 616 0.75 -0.28
22 Reference (B2) 860 1.29 -0.38
23  RCP IMAGE RCP2.6 459 0.85 -0.14
24 MiniCAM RCP4.5 575 0.97 -0.28
25 AIM RCP6 763 1.15 -0.23
26 MESSAGE RCP8.5 1,119 2.25 -0.30

Continued on next page
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Table S3 — Continued from previous page

No Project Model Scenario [CO.] 2100 RFI%}(?O

(ppm) Total (W/m?)  Aerosols (W/m?)

27  GGI MESSAGE 450ppm (A2r) 445 1.35 -0.33
28 450ppm (B2) 479 1.40 -0.26
29 590ppm (A2r) 565 1.52 -0.44
30 820ppm (A2r) 736 1.77 -0.46
31 1090ppm (AZ2r) 965 1.87 -0.69
32 Reference (B1) 698 2.00 -0.14
33 AME AIM-CGE CO; price $10 (5% p.a.) 578 0.32 -1.17
34 Reference 1,088 0.47 -1.17
35 EPPA COy, price $10 (5% p.a.) 711 0.32 -1.17
36 COy, price $30 (5% p.a.) 584 0.03 -1.17
37 GCAM CO; price $30 (5% p.a.) 439 0.19 -1.17
38 COq price $50 (5% p.a.) 394 0.18 -1.17
39 GRAPE COy, price $50 (5% p.a.) 506 0.63 -1.17
40 Reference 831 0.82 -1.17
41 GTEM COq, price $10 (5% p.a.) 657 0.13 -1.17
42 COy, price $50 (5% p.a.) 475 -0.12 -1.17
43 Reference 1,151 0.91 -1.17
44 IMAGE 3.7 W/m? NTE 551 -0.06 -1.17
45 Reference 862 -0.11 -1.17
46 MERGE COq, price $10 (5% p.a.) 627 0.31 -1.17
47 MESSAGE 2.6 W/m? OS 468 0.26 -1.17
48 ReMIND 2.6 W/m? OS 443 -0.19 -1.17
49 CO, price $50 (5% p.a.) 422 -0.10 -1.17
50 Reference 976 0.93 -1.17
51 TIAM-WORLD  COy price $30 (5% p.a.) 516 -0.10 -1.17
52 Reference 892 0.63 -1.17
53 TIMES-VTT 2.6 W/m? OS 482 -0.28 -1.17
54 WITCH COx, price $10 (5% p.a.) 672 0.18 -1.17

55 COx price $50 (5% p.a.) 510 0.16 -1.17
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Table S4: Comparison of allowable cumulative CO, emissions (66% probability) with previous studies.

Please note that the cumulative emissions are given for different time periods and that the targets are evaluated for

different time horizons. Further, the previous studies also include CO, emissions from land-use change, which

is excluded in the present study on purpose. Land-use related emissions in the 215 century are estimated on the

order of +£70 GtC for RCP2.6 and RCP4.5 (refs. 27,49).

Target Allowable cum. CO2 emissions (GtC) Time range  Reference
ASAT <2°C 410 [370 — 440] (FF-COx only) 2000-2100  This study (RCP, EMF-21, GGI)
570 [360 — 750] (FF-CO> only) 2000-2100  This study (all scenarios)
550 [300 - 770] 2000-2500  Zickfeld et al. (2009)**
315[220 -410] 2000-2050"  Meinshausen et al. (2009)7°
Multi-Target 2 320 [290 — 350] (FF-CO4 only) 2000-2100  This study (all scenarios)
ASAT < 3°C 890 [690 — 1,060] (FF-CO3 only) 2000-2100  This study (RCP, EMF-21, GGI)
1,120 [690 — 1,540] (FF-COx only) 2000-2100  This study (all scenarios)
1,020 [700 - 1,300] 2000-2500  Zickfeld et al. (2009)%*
Multi-Target 3 550 [460 — 600] (FF-CO4 only) 2000-2100  This study (all scenarios)
ASAT <4°C  1,380[1,160 — 1,580] (FF-CO3 only) ~ 2000-2100  This study (RCP, EMF-21, GGI)
1,610 [1,160 — 2,040] (FF-CO5 only)  2000-2100  This study (all scenarios)
1,450 [1,000 — 1,900] 2000-2500  Zickfeld et al. (2009)%*
Multi-Target 4 1,060 [940 — 1,200] (FF-CO- only) 2000-2100  This study (all scenarios)

"Emissions are given for 2000-2050, but the temperature target is evaluated up to 2100.
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Table S5: Implied limits on the additional target variables given by the temperature targets alone. The
implied limit for a target is the maximum in the subset of the scenario space that is compatible with a given tem-
perature target. Results are given for the time horizons up to years 2100 and 2300, and when including/excluding
the AME scenarios, respectively. The limits defined in multi-target sets 1 to 4 (Table 1) are given in the grey bars.
If, e.g., the temperature target 3 °C alone is chosen, SSLR is projected to be within the range 14-36 cm up to year
2100 (AME scenarios excluded) and within 24-66 cm up to year 2300. For 2300, the median SSLR exceeds the
SSLR limit of set 2, and the upper end of the range exceeds the SSLR limit of set 3. Like for allowable emissions,

only an upper-limit estimate can be given in some cases (indicated with the * <’ symbol).

Implied limits given by the temperature target (median and 5-95% range)

Time horizon AME SSLR (cm) ASO (%) AQ>3 (%) C'NPP>1O% (%) Ccarbon loss (%)

1.5°C temperature target
2000-2100  excl. <15 [8-24] <6 [0-63] <91 [48-100] <4 [1-10] <7 [2-12]
incl. 12 [0-22] 1 [0-66] 80 [0-100] 5 [0-12] 6 [0-12]
20002300  excl. <23 [13-38] <5 [0-58] <83 [42-100] <7 [1-14] <13 [5-19]
incl. <22 [11-35] <6 [0-62] <90 [44-100] <14 [7-21] <14 [5-21]
Limits of target set 1: 20 5 60 5 5

2 °C temperature target

2000-2100  excl. <18 [10-28] <8 [0-84] <96 [55-100] <5 [1-12] <8 [3-14]

incl. 7 [6-27] 14 [0-97] 99 [29-100] 6 [1-13] 8 [0-15]
2000-2300  excl. <29 [1746] <6 [0-82] <88 [47-100] <8 [2-15] <15 [5-23]
incl. 28 [15-46] 13 [0-91] 97 [57-100] 14 [7-21] 15 [5-24]

Limits of target set 2: 40 10 75 10 10

3°C temperature target

2000-2100  excl. 23 [14-36] 37 [0-100] 100 [68-100] 5 [1-13] 10 [3-18]
incl. 23 [13-36] 81 [9-100] 100  [87-100] 7 [2-14] 10 [3-18]
2000-2300  excl. 40 [24-66] 16 [0-100] 99  [55-100] 9 [2-17] 18 [5-29]
incl. 40 [24-66] 53 [3-100] 100 [77-100] 14 [7-21] 18 [6-29]

Limits of target set 3: 60 25 90 20 20

4°C temperature target

2000-2100 excl. 28 [17-44] 88 [11-100] 100  [94-100] 6 [1-14] 11 [3-20]
incl. 28 [17-43] 99 [44-100] 100 [100-100] 7 [2-14] 11 [3-20]
2000-2300 excl. 51 [33-85] 67 [1-100] 100 [65-100] 9 [2-19] 21 [7-34]
incl. 51 [33-85] 95 [17-100] 100  [93-100] 14 [7-21] 22 [7-34]

Limits of target set 4: 80 50 100 30 30
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Supplementary Figures S1 to S19
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Figure S1: Historical simulations and future projections to illustrate the response of the selected target
variables. Time series of [CO2] (a) and the six selected target variables (b-g) are shown for the high RCP8.5
(black) and the low RCP2.6 (red) emission scenario. The solid lines indicate the median of the constrained
model ensemble and grey and yellow shadings represent the corresponding 68% (dark) and 90% (light) confidence
intervals. The horizontal green lines indicate the four limits defined for each target variable and the blue shading
indicates the main time horizon (2000-2100) investigated in this study. Recent estimates of ASAT 9 (blue bars;
median and 66% range from probabilistic projection) and SSLR? (blue crosses; representative CMIP5 model)
are shown for comparison. Cropland area with NPP loss are those areas where NPP decreases by more than 10%

relative to 2005 A.D.
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Figure S2: Prior and posterior distributions of the 19 sampled model parameters (Table S1). The specified

analytic priors (Eq. 1-3) are shown in blue. The prior distributions derived from the actual samples (green) are

binned (40 bins) in the same way as the posterior distributions (red) for comparison. The posterior distribution of

the reduced 1,096-member ensemble (black) is virtually indistinguishable from the posterior of the full ensemble

(red).
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Figure S3: Hierarchical structure of observation-based data (Table S2) used to constrain the model en-

semble.
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Figure S4: Greenhouse gas scenarios. (a) [CO»] and (b) RFyx¢ are prescribed in the scenario simulations.
The forcings are derived from 22 EMF-21 (black), 4 RCPs (red), 6 GGI (green), and 23 AME (blue) scenarios.
After 2100 the scenarios are extended to 2300 by stabilizing [CO2] and RFxc by 2150. RFn( is the sum of the
forcing from (d) non-CO- greenhouse gases and (f) aerosols. Please note that for the AME scenarios the aerosol
forcing is kept constant after 2005 because no aerosol emission paths are available for this scenarios. (¢) Annual
and (e) cumulative fossil-fuel CO5 emissions diagnosed with the standard model parameter settings are shown for
reference. The annual emissions are smoothed with a 10-year moving average filter. The cumulative emissions

are given relative to the year 2000.
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Figure S5: Ensemble averages of the six target variables (maximum achieved in the 215¢ century), inter-

polated in the scenario space defined by [CO2]?'°° and RF%]2°. Symbols indicate the four RCPs (stars), 22
EMF-21 (circles), 6 GGI (diamonds), and 23 AME (squares) scenarios.
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Figure S6: As Fig. 2, but for all four limits of the two physical target variables. The symbols indicate the
ensemble average value of the corresponding target variable (max. 2000-2100) for the four RCPs (stars) and for

each EMF-21 (circles), GGI (diamonds), and AME (squares) scenario.

WWW.NATURE.COM/NATURE | 25



doi:10.1038/nature12269 RN T::{H M SUPPLEMENTARY INFORMATION

26

Probability of staying below limits up to 2100

S.0. undersaturation < 5% S.0O. undersaturation < 10%

100 - T T T T 100 .
53512100 4 [H90 & L2100 . 0
£ 30} > 80 ©
S 25 3 e
8 281 66 o 60 E
a 2.0 o
| 50 © - ]
£ a 40 1§
S 1.0 - 33 o 5
S o5f = 20 <
S 00 10 & £
.05 cD 1 L L L L L L 0
S.0. undersaturation < 25% 100 S.0. undersaturation < 50% 100
& 35} 2100 1Hoo & }2100 @
£ 30t i > | 80 ®
o 25} 1 Hes 3 | e
X 20| ] g | 60 €
) 1.5 - 1H%° 2 2
wo o et 40 §
~ 1.0} — 33 5 ° ..
Q c %o a
O 051 4 £ L 00 E
5 0.0 unE e anly S
Zz U my 1 10 < i “II o
.05 L cD 1 1 L L L L L L 0
| Ar‘ea((‘)arag>3)‘ Ios§ < §O°/? 100 _ | Area(?)a,ag>32 Iogs < ‘750/‘0 100
5 35F 2100 4 [H90 & L2100 . o
£ i > L i 90 @
=3 Z’z = [
8 29T 66 o B . ¥o)
2 20l s | 1 [H80 €
5| 50 o | ] o
& o 70 &
(5\‘ 1.0 33 [e)) B 1 P
O 05} § £ L i 60 &
< S o £
S 00} 10 2 i @
_05 cn 1 1 L L L L L L 50
| Ar‘ea((‘)ara?>3)‘ Ios§ < ‘90°/<‘7 100 _ | Art}aa((‘)a,ag‘>3)wlos§ < 100‘?/0 100
s 35 2100 4 [H90 & L2100 . o
£ a0t Fal 111°° 3
g 25f 66 o | 1 o
g ol g | | fleo €
2. .| 50 © | y | 7]
s 12 o “00 70 4
¥ 2| e I§e &
s o odg § 60 <
S oop" 10 & [ apgoe® 1 Q
_05 L L L L L L L L 0 CD 1 1 L L L L L L 50
400 600 800 1,000 1,200 400 600 800 1,000 1,200

CO, by 2100 [ppm] CO, by 2100 [ppm]

Figure S7: As Fig. S6, but for the two OA target variables.

WWW.NATURE.COM/NATURE | 26



doi:10.1038/nature12269 RN T::{H M SUPPLEMENTARY INFORMATION

27

Probability of staying below limits up to 2100

Crop soil-C loss < 5% Crop soil-C loss < 10%
T T T T T T T T T T T T T

\ \ 100 —~ 15
& 3512100 {1 H90 & | 2100 . 0
£ 30 2 { {13 @
S 25 S - °
S 6 3 11 €
a 2.0 Qo 7
z 50 © 3
L 15 a 1 c
1.0 = o o
st 33 o o
O 05 £ | 2 =
s ° Bn S
2 00 10 ¢ i o
05 « 5
100 — 15
& 3.5 90 & i q>)
S > | ] 1 ©
S 30 Z o 3 °
g 25 66 o [ o T Qo
S © * 11 €
2.0 - .
> 15 50 & | oqgooo °© ¢ | o
£ 10 3 4 s Po* 8 0 O
o . - » D D_ ..
8 0s g | %o ° g o @7 £
< o mplig 0040 5
S 00 10 c [ mpgee® o 1 o
.05 CD L L L L L L L L 5
Crop area with NPP loss < 5% 100 Crop area with NPP loss < 10% 20
;\? T T T T T T T T . .
<g3.5—2100 o 1190 & 2100 o 1M65 2
=z 30f = 6.0 o
8 25 66 2 55 2
o 20FF o] (0]
2z 50 © 5.0 o
o T 45 O
o . .
s 1.0} 33 o S e )
O 05} £ ; 4.0 =
< g - £
S 00 10 8 |..l 3.5 g
_05 CD L L L L L L L L 3'0
Crop area with NPP loss < 20% 100 Crop area with NPP loss < 30% 70
;\? T T T T T T T T . )
(§3_5—2100 o 1190 < - 2100 e 1 M6.5 %
= 30f o = [ o |60 o
0l o TRl e, *lfs
N 002 © 50 © 00 © 50 3
L 15[ o o 1 & - P B . c
< ol on ® % & . 1l = | on % & . | 45 @
S | Chom © m, . g Cho® ® =, "I a0 &
2 %l g L " S [goig UEgE " E
2 0.0 Eh‘... - - 10 cf—_; - Eh‘..l = — 3.5 Dc_>
_05 L L L L L L L L L L L L L L L L
400 600 800 1,000 1,200 0 400 600 800 1,000 1,200 3.0
CO, by 2100 [ppm] CO, by 2100 [ppm]

Figure S8: As Fig. S6, but for the two cropland target variables.
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Figure S9: As Fig. S6, but for the multi-targets. The symbols show the ensemble mean cumulative fossil-fuel
CO; emissions 2000-2100 (GtC).
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Figure S10: As Fig. S6, but for the 2000-2300 time horizon. The symbols indicate the ensemble average value
of the corresponding target variable (max. 2000-2300) for the four RCPs (stars) and for each EMF-21 (circles),
GGI (diamonds), and AME (squares) scenario.
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Figure S11: As Fig. S10, but for the two OA target variables.
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Figure S12: As Fig. S10, but for the two cropland target variables.
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Figure S13: As Fig. S10, but for the multi-targets. The symbols show the ensemble mean cumulative fossil-
fuel CO5 emissions 2000-2100 (GtC).
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Figure S14: Probability of staying below targets up to year 2100 as functions of cumulative fossil-fuel
CO- emissions. Results are given for the case when the AME scenarios with very low RFy¢ are excluded (a)
and also for the full scenario set (b). Thin solid lines indicate the temperature targets and thick lines represent
the corresponding multi-target sets. Shadings indicate the scenario uncertainty introduced by the range of RFx¢
in the scenario space. Lines are dashed where the target limits lay outside of the examined scenario range in a
significant number of model configurations (Methods). The dash-dotted lines show the results when considering

97 and simulated emissions for the four RCP scenarios

the most limiting single target of a set. Historical emissions
(median, 60% and 90% c.i.) are given above the x-axis.
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Figure S15: As Fig. S14, but for all individual target variables. The probability of not exceeding the defined
limits in the 215° century is shown for the limits defined in set 1 (top) and set 2 (bottom). Results are given for the
RCP, EMF-21, and GGI scenarios (thick lines) and also for all four scenario sets, including the AME scenarios
with very low RFy¢ (thin lines). The lines indicating the ASAT target (red), the multi-target (black), and the most
limiting single target (black dotted line) are as shown combined for all sets in Fig. S14. The shadings indicating

the RFn¢ scenario uncertainty are omitted here for clarity.
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Figure S16: As Fig. S15, but for the individual targets of set 3 and set 4.
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Figure S17: Sensitivity of the reduction in allowable FF-CO, emissions to different combination of targets.
Targets from different sets are applied in addition to the temperature targets 1.5 °C (top) and 2 °C (bottom). The
red (temperature target only), black (multi-target), and dotted black (most limiting single target of the set) lines
are as shown in Fig. S14. The additional lines (blue, green, magenta) show how the allowable emissions for the
multi-target (black) change when the limits from a more/less stringent set are applied for the other five targets
variables. Results are given for the RCP, EMF-21 and GGI scenarios (thick lines) and also for all four scenario

sets, including the AME scenarios with very low RFy¢ (thin lines).
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Figure S18: As Fig. S17, but for the temperature targets 3°C and 4 °C.
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Figure S19: Sensitivity of results to the choice of the land-use change scenario. (a) Cumulative 215 century

FF-COs emissions and (b) ASAT for all 22 EMF-21 scenarios. Circles and bars indicate the results from the full

ensemble (median, 66%, and 90% confidence intervals) as analyzed in this paper. The crosses and squares below

represent additional sensitivity simulations with median parameter settings for each EMF-21 scenario and the

four different land-use forcings from the RCPs. The results from the median-parameter simulations are vertically

shifted for readability.
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