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ABSTRACT

The inception of the Little Ice Age (;1400–1700 AD) is believed to have been driven by an interplay of

external forcing and climate system internal variability. While the hemispheric signal seems to have been

dominated by solar irradiance and volcanic eruptions, the understanding of mechanisms shaping the climate

on a continental scale is less robust. In an ensemble of transient model simulations and a new type of sen-

sitivity experiments with artificial sea ice growth, the authors identify a sea ice–ocean–atmosphere feedback

mechanism that amplifies the Little Ice Age cooling in the North Atlantic–European region and produces the

temperature pattern suggested by paleoclimatic reconstructions. Initiated by increasing negative forcing, the

Arctic sea ice substantially expands at the beginning of the Little Ice Age. The excess of sea ice is exported

to the subpolar North Atlantic, where it melts, thereby weakening convection of the ocean. Consequently,

northward ocean heat transport is reduced, reinforcing the expansion of the sea ice and the cooling of the

Northern Hemisphere. In the Nordic Seas, sea surface height anomalies cause the oceanic recirculation to

strengthen at the expense of the warm Barents Sea inflow, thereby further reinforcing sea ice growth. The

absent ocean–atmosphere heat flux in the Barents Sea results in an amplified cooling over Northern Europe.

The positive nature of this feedbackmechanism enables sea ice to remain in an expanded state for decades up

to a century, favoring sustained cold periods over Europe such as the Little Ice Age. Support for the feedback

mechanism comes from recent proxy reconstructions around the Nordic Seas.

1. Introduction

The past 1000 years are a prime target for studies of

internal variability of the climate system because of the

relatively weak orbital and solar forcing and the abun-

dance of climate proxy reconstructions. The most prom-

inent departures from the mean climate trend during that

time were the Medieval Climate Anomaly (MCA) from

;950 to 1250 AD, a relatively warm period with stronger

solar irradiance, and the subsequent Little Ice Age (LIA)

from ;1400 to 1700 AD, a cooling period of reduced

solar irradiance and increased volcanic activity (Mann

et al. 2009). Cooling from early anthropogenic land

cover changes is negligible before 1500 AD (e.g., Bauer

et al. 2003). While the global signal of the MCA–LIA

transition is attributed to the changes in external forcing

of solar irradiance and volcanic eruptions, climate

variations on continental scales are less understood

(Wanner et al. 2008, and references therein). Temperature

reconstructions suggest that the cooling of the LIA was

neither spatially nor temporally uniform (e.g., Matthews

and Briffa 2005; Wanner et al. 2011). Thus, feedback

mechanisms within the climate system are necessary to

explain this heterogeneity. In Europe, for example, the

reconstructed cooling during the LIA was strongest in

the north, while it was weaker toward the south (Mann

et al. 2009). This has been interpreted as a fingerprint of

a shift from a persistent positive to a negative North

Atlantic Oscillation (NAO) (Trouet et al. 2009), but the

robustness of this NAO reconstruction remains ques-

tionable (Lehner et al. 2012a; Pinto and Raible 2012).

The apparent difficulties of relating the MCA–LIA

transition to fundamental changes in the leading mode

of atmospheric winter variability opens the opportunity

for alternative mechanisms that also employ other

components of the climate system, namely, the ocean or

sea ice. Zhong et al. (2011) forced a climate model with

a series of decadally paced volcanic eruptions, while

leaving solar irradiance constantly at 1000 AD levels.

They found a sea ice–ocean feedback loop that allows

Arctic sea ice cover to remain in an extended state and
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cool the Northern Hemisphere for decades after the last

volcanic eruptions. Based on these findings, Miller et al.

(2012) proposed a volcanic trigger for the onset of the

LIA in the North Atlantic–European region.

Abrupt climate shifts in the absence of strong forcing

changes (e.g., the occurrence of the LIA) have been

identified in observations and climate models before.

Using a long and unforced climate model simulation,

Goosse and Renssen (2002) describe events of sponta-

neous weakening of convection in the Nordic Seas that

cause century-long hemispheric and Arctic cooling.

Similar cooling events in a climate model forced with

slightly varying solar irradiance were attributed to a

shutdown of the Barents Sea inflow (Semenov et al.

2009), a crucial transport branch of warm and salty At-

lantic waters into the Arctic (Ingvaldsen et al. 2004). In

the context of twentieth-century warming events in the

Arctic, many studies suggest that the Barents Sea inflow,

if strengthened, can explain part of the warming and the

corresponding sea ice retreat (e.g., Bengtsson et al. 2004;

Årthun et al. 2012). While the Barents Sea inflow is

driven partly by regional winds (Ingvaldsen et al. 2004),

its strengths and composition are also remotely forced

by advection of North Atlantic thermohaline properties

(Holliday et al. 2008). The advection of these properties,

in turn, depends largely on the strength of the broader-

scale North Atlantic circulation, described by the At-

lantic meridional overturning circulation (AMOC).

New proxy evidence from the North Atlantic and adja-

cent basins points toward the AMOC and associated

ocean currents having played an amplifying role in the

MCA–LIA transition (Spielhagen et al. 2011; Hald et al.

2011; Wanamaker et al. 2012; Kuhnert and Mulitza

2011).

The aim of this study is to investigate the role of the

Barents Sea inflow and the associated sea ice–ocean–

atmosphere coupling at the inception of the LIA in the

North Atlantic–European region. To that end, we use

transient model simulations covering the transitional

period from 1150 to 1500 AD. While the coolest period

of the European LIA was around 1650–1700 AD,

roughly 70% of the European cooling since the MCA

occurred before 1500 AD, as reconstructions by Mann

et al. (2009) illustrate. Additionally, we conduct sensi-

tivity experiments in which sea ice is artificially grown in

the Barents and the Labrador Sea to investigate feed-

backs potentially associated with the MCA–LIA tran-

sition. The latter experiments are, to our knowledge,

a novelty in coupled modeling and provide useful new

insights on the dynamics of sea ice–ocean interaction.

They are also a new tool in the context of paleoclima-

tology, as the few existing experiments that introduced

sea ice perturbations in a coupledmodel mainly focus on

future climate change: by sudden removal of the Arctic

sea ice (Schr€oder and Connolley 2007; Tietsche et al.

2011) or by tuning the ice albedo (Bitz et al. 2006;

Holland et al. 2006) the resilience of sea ice to projected

warming has been investigated.

This paper is structured as follows: A description of

the model and experimental setup is presented in sec-

tion 2. In sections 3 and 4 the transient and the sensitivity

experiments are examined, with a focus on feedbacks

within the climate system. A discussion and conclusions

follow in section 5.

2. Data and methods

a. Model description

We use the Community Climate System Model 3

(CCSM3) provided by the National Center for Atmo-

spheric Research (NCAR) (Collins et al. 2006). It is

a coupled model with atmosphere, ocean, sea ice, and

land surface components all communicating through

a coupler without flux correction. The CCSM3 has been

used in various studies addressing questions of paleo-

climate (e.g., Liu et al. 2009; Yoshimori et al. 2010;

Hofer et al. 2011, 2012a,b; Lehner et al. 2012a,b; Wilmes

et al. 2012), present-day and future climate (e.g., Meehl

et al. 2006), as well as in sensitivity experiments applying

freshwater hosing (e.g., Stocker et al. 2007) or idealized

CO2 increase (e.g., Bryan et al. 2006). We use the in-

termediate resolution version of CCSM3 (Otto-Bliesner

et al. 2006). The atmosphere and land surface compo-

nents are truncated at T42, resulting in a horizontal

resolution of approximately 2.88 3 2.88; the atmosphere

has 26 levels reaching up to 8.3 hPa. The ocean and sea

ice components both operate on a nominal 18 resolution
grid; however, the displacement of the North Pole into

Greenland allows for a higher resolution in the Arctic

and an open passage through the Canadian Arctic Ar-

chipelago. The ocean component has a maximum of 40

levels at depth. The sea ice component is the Commu-

nity Sea Ice Model (CSIM), applying elastic–viscous–

plastic dynamics and thermodynamics.

b. Control simulation

An overview of the simulations conducted for this

study is given in Table 1. The control simulation (CTRL)

is an equilibrium simulation using constant values in

1150 AD for total solar irradiance (TSI, 1366.4Wm22),

CO2 (283.9 ppm), CH4 (704.9ppb), and N2O (265.0 ppb).

CTRL is a branch from the preindustrial simulation

(perpetual 1870 AD conditions) described by Otto-

Bliesner et al. (2006). Despite representing the rela-

tively warm climate of the Medieval Climate Anomaly
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(as compared to the almost-linear orbital cooling trend

over the last millennium), Northern Hemisphere winter

(November–April) temperature in the CTRL is on av-

erage 2.68C lower than in a 1990 control simulation with

the same model, owing primarily to substantially lower

greenhouse gas concentrations. This results in sea ice

concentrations being larger than today in most locations

of the Northern Hemisphere. During winter large parts

of the Barents and Labrador Seas are covered by sea

ice . 15% (Fig. 1a). Both seasonal and interannual var-

iability is largest in the Barents Sea. There, most of the

newly formed winter sea ice is exported northward to

the Arctic Ocean. At the same time, the sea ice cover is

sensitive to interannual variations in the inflow of warm

Atlantic waters, characterizing the Barents Sea as a key

region in theArctic–NorthAtlantic freshwater cycle. The

atmospheric winter circulation in the North Atlantic–

European area is dominated by the well-known North

Atlantic Oscillation (NAO) pattern, featuring a low

pressure system just south of Iceland and a high pres-

sure system over the Azores (Fig. 1b). The cyclonic

circulation of the northern center of action transports

heat northward on its eastern side, thereby contributing

to the comparably mild climate of Northern Europe.

The largest interannual variability in SLP occurs to

the northwest of this low pressure system resembling

the nonstationary northern center of action of the

NAO (Fig. 1b).

c. Transient simulations

The transient simulations (TR1–TR6) were branched

from different initial conditions of CTRL applying the

same time-varying external forcing of total solar irra-

diance, greenhouse gases, and volcanic eruptions for

the period 1150–1500 AD (the forcings used are as

described in Yoshimori et al. 2010). Compared to the

bulk of recent TSI reconstructions (for an overview, see

Schmidt et al. 2012), our TSI has a relatively large

amplitude of approximately 2.3Wm22 from the MCA

(in this study defined as 1150–1200 AD) to the LIA

(1450–1500 AD).1 The forcings and their radiative ef-

fect are shown in Figs. 2a,b. In these forcing datasets

the time around 1150 AD marks the beginning of

a decrease in TSI: that is, the inception of the Little Ice

Age. This is reflected in a decreased Northern Hemi-

sphere temperature and an increased Arctic sea ice

extent (Figs. 2c,d), two features well reproduced by the

model when compared with proxies (Solomon et al.

2007; Kinnard et al. 2011). However, the minimum and

maximum of both temperature and sea ice fall just

within the uncertainty of the reconstructions, although

the applied solar forcing is relatively strong. In the

following, the term ‘‘negative forcing’’ is used when the

decrease in TSI from MCA to LIA and the radiative

cooling from volcanoes are addressed in an integral

manner. The initial conditions for the different tran-

sient simulations were selected to cover a range of

states of the Atlantic meridional overturning circula-

tion (AMOC), as the North Atlantic, European, and

Arctic climate is substantially influenced by the strength

of the AMOC (e.g., Hofer et al. 2011). In the following

TABLE 1. List of all simulations and number of runs (N).

Name Description Length (N)

CTRL 1150 AD equilibrium simulation 494 yr (1)

TR1–TR6 Transient simulation (1150–1500 AD) 351 yr (6)

TR_novolc Transient simulation (1150–1500 AD)

but without volcanoes

351 yr (1)

BSf25 Sea ice growth enhanced by a factor

f 0 5 25 in Barents Sea for 100 yr,

then switched off artificial growth

200 yr (1)

LSf25 Sea ice growth enhanced by a factor

f 0 5 25 in Labrador Sea for 100 yr,

then switched off artificial growth

200 yr (1)

FIG. 1. Long-term winter (November–April) mean and standard

deviation from CTRL (494 yr) for (a) sea ice concentration and

(b) sea level pressure (SLP).

1 For comparison with other studies, the TSI amplitude from the

Maunder Minimum to the period 1950–2000 AD is 3.3Wm22.
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sections, we refer to the ensemble mean of TR1–TR6 as

the transient simulations. Further, one of the transient

simulations was rerun without volcanic eruptions

(TR_novolc) to determine the impact of variations in TSI

and greenhouse gases only.

When comparing with proxy reconstructions at coarse

temporal resolution, a low-pass Fourier filter is applied

to the model time series. After transformation of the

time series to the frequency domain, frequencies above

the frequency n0 . 1/T are set to zero, where T is the

cutoff period (30, 40, and 80 yr, respectively). To re-

duce Gibbs phenomenon artifacts from a sharp cutoff,

we use a smooth transition phase (rolloff) between

n5 n0 6 n0/2.

d. Artificial sea ice growth simulations

In addition to the transient ensemble, two 200-yr-long

sensitivity experiments were branched from CTRL in

which perpetual 1150 AD conditions apply, but sea ice

growth in the Barents Sea (experiment called BSf25)

and Labrador Sea (LSf25) was artificially enhanced by

a factor of 25 for the first 100 years (Fig. 3a and Table 1).

The regions of artificially enhanced sea ice growth were

chosen for their distinct roles in the freshwater cycle of

the Arctic–North Atlantic area: the Labrador Sea im-

ports sea ice that melts locally, whereas the Barents Sea

rather acts as a source of sea ice, especially in colder

climates such as the LIA. By enhancing sea ice growth in

LSf25 experiment, we transform this region into a sea ice

source. Thereby, we directly increase the amount of sea

ice in a region crucial for deep-water formation (Bryan

et al. 2006), aiming for a relatively rapid response of the

AMOC. This makes LSf25 comparable to classical

freshwater hosing experiments, which are often set in

a similar location. In BSf25 experiment, on the other

hand, we only enhance the natural role this basin plays in

the freshwater cycle.

Frazil ice is the first stage of ice growth, resulting from

strong heat loss over areas of open water:

Vfrazil52r21
ice

Q

H
f 0ADt , (1)

where Vfrazil is the volume of new ice added to the first

ice category (i.e., frazil ice), Q is the heat flux to open

water for this new ice,H is enthalpy for new ice, f 0 is the
perturbation factor introduced (25 in this study), Dt is
the model time step, rice the density of ice, and A the

area of sea ice growth. By enhancing growth only for

frazil ice, the direct disturbance is minimal as the model

dynamics remain unchanged. The model retains the

freedom to melt and redistribute the additional frazil

ice, change its mechanical characteristics by mixing with

other ice categories, and form congelation ice on the

newly formed ice cover in the subsequent growth sea-

sons. Note that, by multiplying the model-derived heat

flux, the seasonality of ice growth as well as the distri-

bution of newly formed ice remains consistent in the

coupled system. In contrast to other studies, the addi-

tional sea ice is not added at once or prescribed as lower

boundary condition (e.g., Petoukhov and Semenov 2010;

Li et al. 2010).

FIG. 2. (a) Forcing used in the model simulations which cover the

time period 1150–1500 AD: TSI used in this study and from the

protocol of the third Paleoclimate Modeling Intercomparison Pro-

ject (Schmidt et al. 2012); changes in greenhouse gases (GHGs:CO2,

CH4, N2O). (b) Cumulative radiative forcing from GHGs (calcu-

lated as inHoughton et al. 2001) and TSI (assuming a global average

albedo of 0.31), with respect to (wrt) 1150 AD and changes in the

annual mean visible band optical depth due to volcanic eruptions.

(c) Northern Hemisphere annual mean temperature anomaly from

reconstructions (gray shading; Fig. 6.13d in Solomon et al. 2007) and

the model simulations (30-yr Fourier filtered). The reconstructions

are wrt 1500–1899 AD. As the simulations do not cover that time

period, they are adjusted to have the same mean as the recon-

structions time series during the overlapping time period, that is,

from 1150 to 1500 AD. (d) August Arctic sea ice extent (sea ice

concentration . 15%) from the reconstruction of Kinnard et al.

(2011) and the model simulations (80-yr Fourier filtered).
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Owing to the modification of the sea ice code, fresh-

water and heat are not conserved in these experiments

(Figs. 3b,c). The brine rejection by frazil ice growth is

calculated in the ocean component and does not take

into account the perturbation factor f 0, which is only

applied in the ice component. Therefore, brine rejection

is underestimated, making the model fresher wherever

additional sea ice melts. Along the same lines, when the

additional sea ice melts (anywhere in the ocean), it will

consume heat from the ocean that has not been in-

troduced into the ocean before because the air–sea heat

flux Q is not changed. This eventually makes the model

colder on a global scale. However, by design of the sea

ice perturbation, no imbalances are introduced locally in

the forcing regions. Heat and freshwater flux anomalies

there are the result of reactions of the coupled climate

system to the anomalous forcing, as intended for the

present study. This makes it impossible to determine the

exact location of occurring imbalances, which is also why

we refrain from any flux adjustments to compensate.

To put these imbalances into context, we compare

them to other processes. Figure 3b shows the energy

equivalent of the anomalous annual frazil ice growth.

This is estimated from the difference in 100-yr cumula-

tive frazil ice growth between the two sensitivity ex-

periments and CTRL (for CTRL the average over four

100-yr segments is used) multiplied by the specific heat

capacity of ice. The two sensitivity experiments extract

a similar amount of energy from the system (around 30

TW), which is comparable to the reduction in ocean–

atmosphere heat flux over the Barents Sea in the tran-

sient simulations. If we reintroduced this energy in situ,

most of it would instantly radiate to the atmosphere, as

during winter sea surface temperatures usually exceed

air temperatures in the Barents Sea (not shown). This

would disturb the lower atmosphere, similar to artificial

sea ice growth via changes in albedo, which is another

reason to refrain from flux adjustment.

Figure 3c shows the imbalance in freshwater for the two

sensitivity experiments, derived from the average anom-

alous annual frazil ice growth, which is 3035 km3yr21 in

LSf25 and 2783 km3yr21 in BSf25 (Fig. 3c). Over the

100 years of the artificial sea ice growth, this translates

into additional frazil ice volume of about 300 3 103 km3

and 280 3 103 km3, respectively. The amount of addi-

tional freshwater delivered to the system in LSf25 is

reminiscent of freshwater amounts deployed into the

subpolar North Atlantic in classical hosing experiments

(e.g., Stouffer et al. 2006; Stocker et al. 2007). There,

hosing with 0.1 Sv (Sv [ 106m3 s21) (3154 km3 yr21)

triggers an AMOC reduction of about 4 Sv, which is

comparable to the 2–3-Sv reduction that occurs in our

transient simulations (see section 3). In LSf25 most of

the artificially grown sea ice melts in situ or in the

subpolar North Atlantic, characterizing LSf25 in many

ways as a classical hosing experiment, where a deep-

water formation region is forced with an anomalous

freshwater flux.

BSf25, on the other hand, aims at amplifying already

occurring transports of sea ice and freshwater, such as

the transport through Denmark Strait. In the CTRL,

roughly 5200 km3 yr21 of freshwater flow southward

through the Denmark Strait in solid and liquid form

(applying a reference salinity of 34.7; for calculation of

FIG. 3. (a) Map of the Arctic with the regions of artificial sea ice growth. (b) Estimates of the model imbalance in energy; shown are

average anomalies of the first 100 yr of BSf25 and LSf25 from the CTRL and the LIA2MCA difference in ocean–atmosphere heat flux

over the Barents Sea. (c) Estimates of the model imbalance in freshwater; shown are average anomalies of the first 100 yr of BSf25 and

LSf25 from the CTRLmean. For comparisonwith the LSf25 experiment, the amount of freshwater put into the subpolar NorthAtlantic in

classical freshwater hosing experiments is given. For comparison with the BSf25 experiment, the annual freshwater transport through the

Denmark Strait [seemap in (a) for location] is given for BSf25 (first 100 yr)–CTRLmean, LIA–MCA, andCTRLmean. Liquid freshwater

transports are calculated to a reference salinity of 34.7 (see text for further details).
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freshwater transport, see, e.g., Lehner et al. 2012b). In

the transient simulations this transport increases from

MCA to LIA by about 400 km3 yr21, primarily driven

by larger sea ice transport. In BSf25 approximately

2800km3yr21 of freshwater is added as artificially grown

sea ice in the Barents Sea. However, the Denmark

Strait transport increases only by about 1000 km3 yr21.

Thus, about two-thirds of this additional freshwater

stays north of Denmark Strait, for example, as on av-

erage about 1.5-m-thicker sea ice in the Arctic. A large

portion of this 1000 km3 yr21 is made up by liquid

freshwater. This indicates that part of the additional sea

ice from the Barents Sea melts on its way to Denmark

Strait. The sea ice portion of this increased Denmark

Strait transport (about 100 km3 yr21) is nonetheless

crucial for the experimental purpose of mimicking the

MCA–LIA changes as sea ice is more potent in disturb-

ing convection sites than advection of liquid freshwater

(Born et al. 2010).

Clearly, these imbalances are not optimal: however,

the comparison reveals them to be of moderate magni-

tude. More importantly, it is shown that the sensitivity

experiments simulate the processes as intended, that is,

a direct disturbance of the convective site in the Lab-

rador Sea (in LSf25) and an increased transport of sea

ice and freshwater through Denmark Strait (in BSf25).

Additional comparisons with the transient simulations

further strengthen the confidence in the design of the

sensitivity experiments (see section 4).

3. Transition from the Medieval Climate Anomaly
to the Little Ice Age

The simulations with transient forcings aim at re-

alistically simulating the transition from the MCA to

the LIA. By using a six-member ensemble of these

transient simulations we are able to obtain robust re-

sults that stand out against the natural variability in-

herent in the sixfold simulation of this specific time

period (6 3 351 yr). In the following, we first present

the significant changes during the transition phase,

which occur because of the negative forcing. Addi-

tionally, we identify a positive sea ice–ocean feedback

mechanism in these simulations that substantially

amplifies these changes and is potentially able to sus-

tain the cold conditions of the LIA even in the absence

of negative forcing. Based on the results of our tran-

sient ensemble simulations we summarize this feed-

back hypothesis, containing two feedback loops (in

what follows we use the term ‘‘feedback mechanism’’

to describe collectively both feedback loops). In the

subsequent section we then test the hypothesis in the

framework of artificial sea ice growth experiments.

a. Main climate response

Shortly after initialization of the transient simulations

the Northern Hemisphere temperature starts to de-

crease in response to the decreasing total solar irradi-

ance and the large volcanic eruptions occurring between

1150 and 1300 AD (Fig. 2c). In particular, the large

eruption in 1258 AD and the three smaller ones follow-

ing shortly after cause a significant hemispheric cooling.

After about a century of stable TSI and few volcanic

eruptions between 1300 and 1400 AD, the Sp€orer Mini-

mum with its pronounced TSI minimum and two large

eruptions in the 1450s cause another temperature drop,

coinciding with the beginning of the coolest period of

the last millennium in reconstructions (;1400–1700 AD,

e.g., Mann et al. 2009).

As another consequence of the negative forcing at the

beginning of the transition period, sea ice extent and

volume increase in the entire Arctic region. In the

transient simulations, the largest expansion of sea ice

occurs in the Atlantic sector, namely, the Barents and

Labrador Seas (Fig. 4). In the Barents Sea, the enhanced

sea ice cover reduces the strong ocean–atmosphere heat

flux from thewarmAtlantic waters that usually enter the

Barents Sea. As this local heat source weakens, a sig-

nificant elevation of SLP over the Barents Sea develops

(Hoskins and Karoly 1981) and becomes the dominant

FIG. 4. Little Ice Age minus Medieval Climate Anomaly [LIA

(1450–1500) 2 MCA (1150–1200)] difference in sea level pressure,

surface air temperature (only significant differences are colored), and

sea ice concentration for (a) November–April means and (b) for

June–August means. Significance at the 5% level is tested with a two-

sided t test.

1 OCTOBER 2013 LEHNER ET AL . 7591



feature of winter atmospheric circulation change during

that time (Fig. 4a). This SLP anomaly does not translate

into a strong high pressure system as in, for example,

Petoukhov and Semenov (2010), but into a horizontal

contraction of the northern center of action of the NAO.

The direct thermal effect of the capped ocean–atmosphere

heat flux together with increased advection of coldArctic

air due to the SLP anomaly cause enhanced cooling over

the Barents Sea and Northern Europe, both in winter

and—to a lesser degree—in summer (Figs. 4a,b).

b. Feedback mechanism

1) ARCTIC–NORTH ATLANTIC FEEDBACK LOOP

The first feedback loop starts with an increase of sea ice

in the Barents Sea, a region known to be a strong source

of sea ice, where a large part of the sea ice produced

locally is exported to theArcticOcean. TheArcticOcean

itself exports sea ice mainly through Fram Strait (;97%

in CTRL), where indeed the annual sea ice transport is

slightly increased (from 3280 to 3450km3yr21). A por-

tion of the Barents Sea sea ice is also exported to the

Nordic Seas by the exiting branch of the East Spitsbergen

Current, which strongly increases its transport of sea ice

(from 100 to 310 km3yr21) from the MCA to the LIA.

While part of the anomalous sea ice being exported from

the Barents Sea and theArctic Oceanmelts in the Nordic

Seas, another part is transported farther south by the

EastGreenland Current, eventually being carried around

the southern tip of Greenland to reach the Labrador Sea

(Fig. 5a). Finally, the sea ice melts either in the Labrador

Sea or in the adjacent subpolar North Atlantic. With the

decreasing radiative forcing at the inception of the LIA,

the portion that melts in the Labrador Sea gets smaller

FIG. 5. (a) LIA 2 MCA difference in sea ice transport (November–April means, only

differences.15km3yr21 are shown) andLIA2MCAMarchmaximummixed layer depth (time

series is ensemble mean 5-yr running mean averaged over indicated region). The inset zooms in

on the anomalous southward transport of sea ice along the coast of Greenland. (b) LIA2MCA

difference in annual mean ocean surface currents (top 15m) and sea surface temperature.
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while the portion exported to the North Atlantic grows

(not shown). Changes in sea ice volume transport through

Denmark Strait are dominated by changes in sea ice vol-

ume rather than circulation. Therefore, transport anoma-

lies pointing northward indicate reduced ice thickness

rather than reversed transport direction (Fig. 5a).

In the North Atlantic the melting sea ice then causes

a temperature and salinity drop at the sea surface, which

leads to increased stratification and weakened convec-

tion, illustrated by a shoaling of the mixed layer depth at

the Labrador Sea exit (Fig. 5a). Thereby the surface

waters become lighter and decrease the sea surface

height (SSH) gradient that drives the subpolar gyre

(SPG). The SPG (average of barotropic streamfunction

within 488–658N, 608–108W) weakens by 5% from the

MCA to the LIA, closely followed by a 7% weakening

of the AMOC (maximum of the meridional overturning

circulation in the Atlantic north of 288N). A 2-yr lag

correlation between the two indices of 0.75 (p , 0.001,

based on annual means) illustrates the near-synchronous

basinwide circulation slowdown. Consequently, the heat

and salt transport into the Nordic Seas, the Barents Sea,

and the Arctic Ocean decreases as well (not shown).

This causes the mixed layer depth to shoal in the north-

ern Nordic Seas as well (Fig. 5a), which in turn weakens

the overturning cell in the Nordic Seas (not shown). As

the sea ice in the central Arctic Ocean thickens, initial

sea ice growth and the accompanied brine rejection are

decreased, which leads to a weakening of the convec-

tion also in the Arctic Ocean (similar to Zhong et al.

2011). This ultimately results in a reduced northward

heat transport that, in turn, reinforces sea ice growth in

the Barents Sea and thereby closes the positive feed-

back loop.

2) BARENTS SEA FEEDBACK LOOP

Our simulations indicate that in addition to the overall

reduced heat transport into the Nordic Seas there is

a more regional feedback loop, which involves the re-

organization of ocean currents in the Nordic Seas. The

Norwegian Atlantic Current usually carries warm and

salty Atlantic waters up to the Barents Sea opening

where it is partitioned into Barents Sea inflow, West

Spitsbergen Current, and waters recirculating in the

Nordic Seas. During the MCA–LIA transition, the re-

circulating current strengthens and redirects the warm

Atlantic waters toward Greenland, resulting in elevated

sea surface and air temperatures east of Greenland

(Figs. 4 and 5b). At the same time the other currents

transport less water. The Barents Sea inflow (calculated

as the difference of the barotropic streamfunction be-

tween Spitsbergen and the North Cape), for example, is

reduced by 35%, corresponding to 1.27 Sv (Fig. 6a). As

a consequence of the reduced inflow of warmwaters, the

sea ice edge in the Barents Sea advances farther south

(Fig. 6c), leading in turn to increased SLP (Fig. 6d) and

a strong drop in regional temperature (Fig. 6e).

To further investigate the mechanisms causing the

decreased Barents Sea inflow, we select a transect across

the Barents Sea opening (Fig. 7). The LIA–MCA dif-

ference in ocean density indicates that the Barents Sea

shelf becomes lighter as we move toward the LIA (Fig.

7c). This can be attributed to the increased sea ice cover

as well as to the reduced inflow of salty Atlantic waters,

both contributing to surface freshening that reduces

density. Indeed, the density differences in the Barents

Sea are largest at the surface, thereby strengthening the

FIG. 6. (a) Barents Sea inflow as difference of barotropic

streamfunction between Spitsbergen and Norway (see map) and

Atlantic meridional overturning circulation as maximum of the

meridional overturning circulation north of 288N. (b) Sea ice con-

centration in the western Barents Sea (see map). (c) Sea level

pressure and (d) temperature over the Barents Sea (see map) and

annual-mean optical depth changes due to volcanic eruptions. All

time series, except optical depth, are 5-yr running means from

annual means. Long-term annual mean, 61 standard deviation of

annual means, and range of 5-yr running means from CTRL are

indicated as bars on the left side. Colors in time series correspond

to the colored areas outlined in the map.
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halocline. The strong halocline in turn forces the warm

and salty Atlantic waters that enter the Barents Sea to

subside below the lighter surface waters, causing a

warming below approximately 100m (Fig. 7c) and re-

inforcing the freshening of the upper 100m. The Nordic

Seas, on the other hand, become denser owing to the

recirculating Atlantic waters (Fig. 7c). These opposing

density trends result in a stronger SSH gradient across

the Barents Sea transect (Fig. 7b), which will drive an

anomalous circulation (see below).

TheLIA–MCAdifferences in the sea ice concentration

(Fig. 7b), SLP (expressed as geopotential height), and air

temperature (Fig. 7a) in the Barents Sea transect indicate

a strong ocean–atmosphere coupling: the largest atmo-

spheric cooling occurs exactly over the advanced sea ice

edge, caused by the covered ocean surface heat flux. The

near-surface cooling, in turn, causes air to descend and

geopotential height and SLP to increase over the Barents

Sea. This local baroclinic response is consistent with

atmosphere-only sensitivity experiments by Petoukhov

and Semenov (2010), inwhich sea ice concentration in the

Barents–Kara Sea region was prescribed to change from

80% to 100% (similar to the MCA–LIA changes from

88.5% to 96.7% over the same region in our transient

simulations). However, for sea ice concentration changes

from 80% to 40% Petoukhov and Semenov found a

barotropic response, indicating possible nonlinearities

in the sea ice–atmosphere coupling. The increased SLP

over the Barents Sea implies changes in wind stress and

Ekman transport. Such changes have been discussed as

potential causes for changes in ocean circulation, such

as a strengthened recirculation in the Nordic Seas or

a reduction of the Barents Sea inflow (Semenov et al.

2009). In our study, the annual mean Ekman transport

integrated over the Barents Sea opening (0.33 6 0.38 Sv

in CTRL) is an order of magnitude smaller than the ac-

tual total Barents Sea inflow (3.58 6 0.79 Sv in CTRL),

in good agreement with observational estimates of this

relation (Ingvaldsen et al. 2004). Further, the Ekman

transport integrated over the Barents Sea opening does

not change significantly from the MCA to the LIA

(10.06 Sv), while the total Barents Sea inflow decreases

by 1.27 Sv, thereby outruling Ekman transport as the

direct driver of the reduced Barents Sea inflow during

the LIA.

Instead, the reduction of the Barents Sea inflow from

the MCA to the LIA can be explained by the SSH gra-

dient change of 0.146m across the Barents Sea opening

(see Fig. 7 for the location of the two points used to

calculate the SSH gradient). The change in the Nordic

Seas recirculation is estimated by applying the geo-

strophic equation together with the distance across dx

(940 3 103m) and depth z (183m) of the Barents Sea

opening:

DFg52
g

f

Ddh

dx
zdx , (2)

where DFg is the change in geostrophic volume trans-

port, g the gravitational acceleration, f the Coriolis

parameter at 758N, and Ddh is the change in the SSH

gradient. Using the LIA–MCA change in dh of 0.146m,

DFg amounts to21.86Sv, indicating a substantial strength-

ening of the recirculation. The SSH-driven changes of

the Norwegian Coastal Current, on the other hand, are

an order of magnitude smaller (not shown). Considering

continuity in the partitioning of the water masses in the

Nordic Seas, this implies that the reduction of the Barents

Sea inflow of 21.27Sv is largely a consequence of the

FIG. 7. Transect across the Barents Sea from Iceland (A, see

map) to Franz Josef Land (B). LIA 2 MCA winter (November–

April) difference in (a) air temperature and geopotential height,

(b) sea surface height (as anomaly from global mean, which is zero)

and sea ice concentration, and (c) ocean density (contours) and

temperature (shading). The red dots on the map indicate the lo-

cations used to derive SSH-driven transport anomalies across the

Barents Sea opening (see text for details).
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strengthened recirculation in the Nordic Seas. The SSH

anomalies in the Barents Sea are primarily density

driven, however, changes in Ekman transport within

the Barents Sea contribute as well: density anomalies

at the location used to calculate the SSH gradient (see

map in Fig. 7) explain 64% of the SSH gradient change,

leaving the remaining 36% to wind-induced rearrange-

ment of the water masses within the Barents Sea. It

therefore appears that, in summary, the initial sea ice

growth in the Barents Sea reinforces itself via sustained

weakening of the Barents Sea inflow, which in turn is

caused by sea ice–induced changes in both density and

winds over the Barents Sea.

c. Excluding volcanic eruptions

One additional transient simulation was conducted,

from 1150–1500 AD, in which volcanic eruptions were

excluded (TR_novolc). Figure 2c shows that in TR_

novolc the Northern Hemisphere cools with a compara-

ble magnitude as in the transient simulations including

volcanic eruptions, which might raise the question

whether volcanic eruptions are at all needed to ex-

plain the inception of the LIA. However, the applied

solar forcing has a relatively large amplitude and,

therefore, likely dominates the cooling trend in both

the transient ensemble simulations and in TR_novolc.

Given the still open discussion on past TSI ampli-

tudes, this prevents us from concluding that volcanic

forcing is a noncrucial factor for triggering the LIA.

Further, Zhong et al. (2011) have shown that, when

starting from slightly colder conditions (their control

simulation applies a 1.4Wm22 weaker TSI than this

study’s CTRL), volcanic forcing alone can lead to

significant hemispheric cooling and consequent sea

ice expansion.

Additional evidence for the importance of volcanic

forcing comes from Fig. 2d, where the lack of volcanic

eruptions causes a larger discrepancy between the

transient ensemble and TR_novolc than in case of the

Northern Hemisphere temperature (Fig. 2c). Also, Figs.

6c,e show that in the Barents Sea the absence of volcanic

eruptions results in only intermittent periods of in-

creased sea ice fraction and decreased temperatures.

In particular, this is evident during the period 1150–

1250 AD, when TSI is roughly unchanged compared to

CTRL and the largest forcing impact would come from

volcanic eruptions. However, over the full length of

the simulation all quantities stay within the range of

the transient ensemble, qualitatively reproducing the

MCA–LIA transition (Fig. 6). Thus, sequenced volcanic

eruptions appear to be crucial for maintaining an ex-

panded sea ice margin, but not for triggering the overall

climate response.

4. Artificial sea ice growth experiments

The sensitivity experiments, BSf25 and LSf25, aim at

simulating specific aspects of the sea ice changes oc-

curring during the MCA–LIA transition and thereby try

to determine the role of the Barents and Labrador Seas

in this transition. In both sensitivity experiments artifi-

cial sea ice growth occurs during the first 100 years.

During the second 100 years, this forcing is switched off

to observe how fast the system returns to its initial state.

We first discuss the results of the experiments in context

of the MCA–LIA climate transition. In a second part,

additional technical details about the experiments are

presented.

a. Main climate response

The anomalies in SLP, temperature, and sea ice

from years 50–99 of LSf25 and BSf25 against the CTRL

(Figs. 8a,b) bear strong resemblance with the LIA–

MCA anomalies from the transient simulations (Fig. 4a):

an advanced sea ice edge in the Barents Sea geograph-

ically coincides with increased SLP and decreased tem-

peratures. At the same time the western Nordic Seas

experience a warming owing to a strengthened re-

circulation (Figs. 8c,d). Thus, the sensitivity experiments

show that a climate response qualitatively similar to the

transient simulations can be induced by the artificial

sea ice growth in either of the two regions, Barents or

Labrador Seas.

b. Feedback mechanism

We investigate the same indices as in the transient

simulations to identify the Arctic–North Atlantic feed-

back loop as well as the more regional Barents Sea

feedback loop in the sensitivity experiments (Fig. 9).

In the BSf25 experiment, the sea ice concentration in

the Barents Sea increases rapidly as the artificial sea ice

growth starts (Fig. 9b). At the same time, the Barents

Sea inflow is weakened by about 50%, overlaid by nat-

ural variability such as a short-lived resumption after

about 40 yr (Fig. 9a). Not surprisingly, this short-lived

resumption—with a small lag—can be identified in the

sea ice index, illustrating the sensitivity of the Barents

Sea sea ice cover to the inflow of warm Atlantic waters.

The AMOC, on the other hand, remains in the range of

natural variability until around model year 45, when it

drops below the 1-s range of CTRL (Fig. 9b). This time

lag resembles the chain of events from excess sea ice

production in the Barents Sea, the transport of this

sea ice through Fram Strait and along the east side of

Greenland, its engagement in the convective feedback

in the Labrador Sea, and ultimately the substantial

weakening of the AMOC. In accordance with the
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FIG. 8. (a),(b) Anomalies in sea level pressure, surface air temperature (only significant

anomalies are colored), and sea ice concentration for November–April means from the years

50–99 of (a) BSf25 (artificial sea ice growth in Barents Sea) and (b) LSf25 (artificial sea ice

growth in Labrador Sea) 2 mean of CTRL. Significance of SLP changes is tested at the 5%

level with a two-sided t test. (c),(d) Anomalies of annual mean ocean surface currents (top

15m) and sea surface temperature from the years 50–99 of (c) BSf25 2 mean of CTRL and

(d) LSf25 2 mean of CTRL.
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advancing sea ice edge in the Barents Sea, regional

SLP and temperature rise and fall, respectively (Figs.

9d,e). This shows that in the BSf25 experiment the

interplay between Barents Sea sea ice cover, Barents

Sea inflow, SLP, and temperature is at work decades

before the AMOC responds and itself influences the

Nordic Seas. Therewith the independence and full

closure of the Barents Sea feedback loop is illustrated.

In LSf25 the artificial sea ice growth transforms the

Labrador Sea into a strong sea ice source. The additional

sea ice is melted in situ or exported to the adjacent

subpolar North Atlantic (not shown). In any case, the

strong freshwater forcing from the additional sea ice

reduces convection in the North Atlantic and leads to

a constant reduction of the AMOC until about model

year 50, when it stabilizes (Fig. 9b). With a lag of about

10 yr, the Barents Sea inflow starts to weaken as well,

a relation which matches our observations from CTRL,

where the AMOC leads the Barents Sea inflow on av-

erage by 13 yr (r5 0.66, p, 0.01 on 5-yr running means).

Further, this lag of about one decade is reminiscent

of the time scale associated with advection of salinity

anomalies in the SPG, as they have been observed (e.g.,

Dickson et al. 1988; Belkin 2004) and modeled (e.g.,

H€akkinen 1999) in context of the great salinity anoma-

lies of the twentieth century. As soon as the inflow of

Atlantic water weakens, the sea ice in the Barents Sea

starts to increase, thereby, again, mirroring variability of

the inflow. As a consequence of the increased sea ice

cover in the Barents Sea, SLP rises and temperature falls

(Figs. 9d,e). From this point on, the two sensitivity ex-

periments qualitatively agree, illustrating the connec-

tion of the two regions, the Barents and Labrador Seas,

via a complex feedback mechanism.

There is evidence from CTRL that this feedback

mechanism is active already in the control climate,

however, in the absence of negative external forcing is

unable to destabilize the system in a sustainable manner.

Figure 9 shows that, in the 150 yr of CTRL leading up to

the start of the sensitivity experiments, there occurs

a short excursion of all quantities that very much re-

sembles the feedback mechanism: the AMOC falls be-

low the 1-s range of the CTRL at about 260 yr, upon

which the Barents Sea inflow drops markedly, sea ice

and SLP increase, and temperature falls (Figs. 9a–e).

However, all quantities return to CTRL mean values

within 10–15 yr as the circulation changes are not large

enough as to qualitatively change the discussed feed-

back mechanism.

c. Self-sustained feedback mechanism

The existence of apparently destabilizing positive

feedback loops raises the question of self-sustainability

of such feedback loops. Zhong et al. (2011) found the

Arctic–NorthAtlantic feedback loop to be self-sustaining

in two out four cases, whereby they revealed necessary

preconditions for the North Atlantic. To test whether

this self-sustainability exists in our experiments as well,

we stop the artificial sea ice growth after 100 yr. In both

sensitivity experiments the Barents Sea sea ice edge

retracts to CTRL levels within a decade (Fig. 9c). This is

primarily a result of sea ice top melt, which is large

owing to the perpetual high solar irradiance in 1150 AD.

In the absence of the artificial sea ice growth, this pro-

cess acts to quickly push back the sea ice edge.As the sea

ice retreats, the SSH gradient across the Barents Sea

opening weakens, and the Barents Sea inflow recov-

ers (Fig. 9a). It therefore seems that the smaller-scale

Barents Sea feedback loop is not self-sustaining. The

AMOC, however, remains on a reduced level for decades,

eventually triggering another passage of the Arctic–North

FIG. 9. As in Fig. 6 but for CTRL (only 150 yr are shown), BSf25,

and LSf25. All time series are 5-yr running means; however, the

standard deviation is based on annual values of the entire CTRL

494 yr. Colors in time series for t , 0 correspond to the colored

areas outlined in the map.
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Atlantic feedback loop, thereby also triggering the

Barents Sea feedback loop again: about 40 yr after

switching off the artificial sea ice growth the Barents Sea

inflow weakens (Fig. 9a), leading to increased sea ice

(Fig. 9c), elevated SLP (Fig. 9d), and cooler tempera-

tures (Fig. 9e). The two experiments conducted here

provide evidence that the European climate is vulnera-

ble to destabilizing positive feedbacks, given the appro-

priate external trigger in the form of negative radiative

forcing. The sustained weakening of the AMOC is able

tomove theNorthAtlantic–European climate to a cooler

state and keep it there for decades. Figure 10 summarizes

the feedback mechanism and depicts the two feedback

loops at work.

Figure 11 depicts the changes occurring in sea ice

volume and sea ice volume tendency as a response to the

artificial sea ice growth. On a hemispheric scale the sea

ice volume increase over the first 100 yr in BSf25 and

LSf25 (113.3 3 103 km3 and 113.4 3 103 km3, re-

spectively) is of a similar magnitude as the one found in

the transient simulations from MCA to LIA (115.7 3
103 km3; Fig. 11a). This also implies that the sea ice

growth rate (given as thermodynamic volume tendency)

in BSf25 and LSf25 is significantly larger than in the

transient simulations, as there the sea ice volume increase

takes place over a longer time period (351 yr instead of

only 100 yr). After stopping the artificial sea ice growth in

both experiments BSf25 and LSf25 the hemispheric sea

ice volume remains elevated compared to CTRL, con-

firming the self-sustainability of the feedback mechanism

discussed before.

The Barents Sea during CTRL is in near balance re-

garding annual-mean sea ice production and export

(Fig. 11b). Until the LIA, however, the Barents Sea has

become a net source of sea ice in the transient simula-

tions. Nonetheless, the Barents Sea’s own sea ice volume

has also increased. This behavior is successfully mim-

icked in the BSf25 experiment, as sea ice growth and

export, as well as sea ice volume, strongly increase

during the first 100 yr. During the second 100 yr, the sea

ice volume is reduced again, but the Barents Sea retains

its role as a sea ice source. Interestingly, the same be-

havior is observed when we artificially grow sea ice in

the Labrador Sea (LSf25), which illustrates the inherent

linkage of the Labrador and Barents Seas that consti-

tutes our feedback mechanism: that is, the linkage of the

two feedback loops.

In contrast to the Barents Sea, the Labrador Sea is

a sea ice sink (in CTRL, but also during the MCA–LIA

transition; Fig. 11c). At the inception of the LIA, both

import and melting of sea ice increase, which is in line

with the shoaling of the mixed layer depth in the region

of the Labrador Sea (Fig. 5a). During the LSf25 exper-

iment, however, sea ice grows in the Labrador Sea and is

then exported to the subpolar North Atlantic, leading to

a reduction in the AMOC similar to the transient sim-

ulations. Once the artificial sea ice growth is stopped, the

Labrador Sea switches back into the role of a sea ice

sink, and the sea ice volume decreases rapidly. During

the BSf25 experiment, the Labrador Sea imports more

sea ice, and melting is increased as well, compared to

CTRL. Thereby, the behavior of the Labrador Sea

during the MCA–LIA transition is mimicked, and the

linkage of the Labrador and Barents Seas is illustrated

again, this time in the opposite direction.

5. Discussion and conclusions

This study investigates the role of sea ice–ocean–

atmosphere coupling in shaping regional climate during

FIG. 10. Schematic overview of the feedback loops associatedwith

the Medieval Climate Anomaly–Little Ice Age transition, including

estimates of time lags. Positive correlation between two processes is

indicated with a plus sign, negative correlation with a minus sign.

Negative external forcing leads to increased sea ice in the Arctic,

especially in the Barents Sea. Loop 1: this causes an increasedArctic

sea ice export and subsequently an increased import of sea ice into

the Labrador Sea. As this sea ice melts, it weakens the Atlantic

meridional overturning circulation, which in turn reduces the

Barents Sea inflow of warm waters, causing further sea ice growth.

Loop 2: increased sea ice causes the Barents Sea to become fresher

and less dense. Additional but slightly less important wind changes

due to elevated sea level pressure increase the sea surface height in

theBarents Sea (dashed).As a result of these two processes, the SSH

gradient across the Barents Sea opening increases, further reducing

the Barents Sea inflow and thereby supporting sea ice growth. Fi-

nally, the increased sea ice cover has a direct thermal effect, de-

creasing surface air temperatures over Northern Europe and an

indirect effect by inducing elevatedSLP that allows for the advection

of cold Arctic air toward Europe.
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the inception of the Little IceAge. Using an ensemble of

transient simulations with CCSM3 we find the transi-

tional phase from MCA to LIA to be dominated by a

cooling and strong advances in sea ice cover on the

Northern Hemisphere. In the Barents Sea, the advanc-

ing sea ice cover reduces the ocean–atmosphere heat

flux and thereby cools the larger area. Additionally, in-

creasing SLP over the Barents Sea allows for southward

advection of cold Arctic air, resulting in an enhanced

cooling over Northern Europe that qualitatively fits well

with proxy-based temperature reconstructions (Mann

et al. 2009). This chain of events offers an explanation

for the regional temperature evolution during the

MCA–LIA transition that does not rely on significant

changes in the NAO, which are ambiguous (Trouet et al.

2012) and are not found to occur in several simulations

using state-of-the-art coupled atmosphere–ocean cli-

mate models (Lehner et al. 2012a; Yiou et al. 2012).

There remain, however, questions on the role of the

stratosphere–troposphere coupling in the context of

low-frequency variability of the atmosphere and the

ability of climate models to simulate this coupling (e.g.,

Spangehl et al. 2010; Manzini et al. 2012). The majority

of the climate models (including CCSM3) of phase 3 of

the Coupled Model Intercomparison Project (CMIP3)

apply only relatively crude stratospheric dynamics, ow-

ing to low vertical resolution of the stratosphere (e.g.,

Cordero and Forster 2006). This has been suggested as

cause for them not reproducing the low-frequency at-

mospheric variability proposed by the reconstruction

(e.g., Mann et al. 2009).

Confirming and expanding findings by Zhong et al.

(2011), we identify a sea ice–ocean feedback loop that

lays the foundation for the changes in surface climate

described above. Following negative radiative forcing

from volcanic eruptions and decreasing total solar irradi-

ance at the inception of the LIA (1150–1300 AD), Arctic

sea ice volume and extent grow significantly. As this

anomalous sea ice is increasingly exported to the Labra-

dor Sea and subpolar NorthAtlantic, it cools and freshens

the surface waters and reduces convection. Consequently,

the subpolar gyre and the AMOC are weakened, which

leads to reduced transport of heat into the Nordic Seas,

the Barents Sea, and the Arctic Ocean. Weakening of

convective deep-water formation in the Nordic Seas and

the Arctic Ocean further reduces the import of heat,

thereby reinforcing the initial sea ice expansion.

In addition, another feedback loop between theBarents

Sea and the Nordic Seas further amplifies the sea ice

growth and regional cooling at the beginning of the LIA.

Upper-ocean density changes, together with wind-driven

reorganization of water masses, increase the Barents Sea

SSH, ultimately reducing the inflow of warm Atlantic

waters into the Barents Sea and strengthening the recir-

culation in the Nordic Seas. Contrary to Semenov et al.

(2009), changes in Ekman transport at the Barents Sea

opening are found to be negligible. Using sensitivity ex-

periments with artificial sea ice growth in the Barents and

Labrador Seas, we are able to prove the existence and

closure of both feedback loops detected in the transient

simulations. After switching off the artificial sea ice

growth for the second 100 years of the experiments, Arctic

sea ice remains in an expanded state for decades, con-

firming the potential self-sustainability of the Arctic sea

ice cover attributed to these feedback loops (Zhong et al.

2011).

FIG. 11. Annual mean sea ice volume tendency (split up in thermodynamic and dynamic terms; blue and red bars, left y axis) and sea ice

volume (thin magenta bars with dots, right y axis) integrated over (a) the Northern Hemisphere from CTRL, from the artificial sea ice

growth experiments (BSf25 and LSf25, grouped in two 100-yr intervals during which artificial sea ice growth was switched on and off,

respectively), and from the transient simulations (Medieval Climate Anomaly: 1150–1200 AD, Little Ice Age: 1450–1500 AD). (b),(c) As

in (a) but for (b) the Barents Sea and (c) the Labrador Sea.
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Support for this modeling result comes from new

foraminifera-based proxies in Fram Strait (Spielhagen

et al. 2011) and off the coast of a Norwegian fjord (Hald

et al. 2011). Water temperatures in both proxies are

controlled largely by the amount of Atlantic waters in

the mean flow as the proxies are located on distinct

pathways for Atlantic waters into the Arctic. At these

locations a near-synchronous drop in upper-ocean water

temperature occurred at the onset of the LIA, indicating a

reduced amount of Atlantic waters arriving (Figs. 12a,b).

This shift is remarkably well reproduced by the model,

which captures both the timing and magnitude of the

shift. Further, new results from the north Icelandic shelf

indicate a small temperature increase during the MCA–

LIA transition (Fig. 12c, Knudsen et al. 2012) that cor-

responds to a northward shift of the oceanic polar front,

allowing Atlantic species to enter the Nordic Seas. This

signal is reproduced as well by the model, corroborating

the coherent picture of oceanic changes in the Nordic

Seas during the MCA–LIA transition: while the overall

heat transport into the Nordic Seas is reduced, changes in

the distribution of the Atlantic water leave a distinct

pattern of localized warming and cooling around the

Nordic Seas.

Excluding volcanic eruptions in one of the transient

simulations yields a similar hemispheric temperature

and sea ice response as in the simulations with volca-

noes; however, the sea ice cover does not consequently

remain in its expanded state as compared to the all-

forcing simulations (bothArctic-wide and in the Barents

Sea). Nevertheless, it appears that the origin of the

negative forcing (TSI or volcanoes) is not crucial as long

as it is persistent enough to trigger the destabilizing

feedback mechanism described in this study. As the

amplitude of the past TSI variations and therewith its

importance in triggering the MCA–LIA transition re-

mains debated (e.g., Gray et al. 2010; Shapiro et al. 2011;

Miller et al. 2012), it is difficult to attribute quantitative

importance to either of the two forcings. While this is

a pressing question in the context of paleoclimate sen-

sitivity, it is beyond the scope of this study.

Further, many recent studies describe large events of

internal variability in the climate system that are able to

derail temperature and sea ice from the path anticipated

solely from the external forcing: Kinnard et al. (2011)

suggest that Arctic summer sea ice decreased post-1500

AD (i.e., during a period of negative forcing), a sugges-

tion for which Crespin et al. (2009) provide support from

modeling with data assimilation. However, both studies

acknowledge that the absence of changes in heat trans-

port into the Arctic Ocean during that time (Spielhagen

et al. 2011) complicates the explanation for such anom-

alous behavior in Arctic temperature and sea ice.

Along the same lines, nonlinear dynamics such as the

feedbacks described in this study can depend crucially

on the background climate, as shown also at the example

of climate impacts of volcanic eruptions (e.g., Otter�a

et al. 2010; Zhong et al. 2011; Zanchettin et al. 2012) or

ocean–atmosphere coupling (e.g., Yoshimori et al. 2010).

To that end, transient ensemble simulations as well as

sensitivity experiments, together with new proxies, will

help to constrain the uncertainties associated with the

MCA–LIA transition and improve our understanding of

mechanisms governing climate on the regional scale.
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