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North Atlantic Oscillation
Dynamics Recorded in

Greenland Ice Cores
C. Appenzeller,* T. F. Stocker, M. Anklin

Carefully selected ice core data from Greenland can be used to reconstruct an
annual proxy North Atlantic oscillation (NAO) index. This index for the past 350
years indicates that the NAO is an intermittent climate oscillation with temporally
active (coherent) and passive (incoherent) phases. No indication for a single,
persistent, multiannual NAO frequency is found. In active phases, most of the
energy is located in the frequency band with periods less than about 15 years. In
addition, variability on time scales of 80 to 90 years has been observed since the
mid-19th century.

The North Atlantic oscillation (NAO) is one of
the Northern Hemisphere’s major multiannual
climate fluctuations and typically is described

with an index based on the pressure difference
between Iceland and the Azores (1). On mul-
tiannual time scales, variations in the NAO
have a strong impact on North Atlantic and
European climate (2) and also on the recent
surface temperature warming trend in the
Northern Hemisphere (3). In recent decades the
winter index remained predominantly in a pos-
itive state, and there is evidence that during this
period the variability might have increased (4).
Analysis of various NAO indices (5) showed
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maximum amplitudes in the frequency bands of
about 2, 7 to 8, 20, and 70 years, but none of
these peaks is strongly statistically significant.
A longer NAO time series can provide more
reliable information about the nature of
NAO variability and possible dominant
time scales associated with this climate
oscillation. This information is necessary
for both testing theoretical and numerical
models and quantifying natural and anthro-
pogenic changes in NAO behavior.

A number of proxy data such as historical
records (6), tree ring data (7), and ice core data
(8) potentially can be used to estimate long-
term NAO variability. Here we reconstruct an
annually averaged proxy index from Greenland
ice accumulation rates. The correlation between
ice accumulation and NAO was shown (9) to be
strongly negative in western Greenland, where-
as it was weak in central Greenland. The data
used for the reconstruction were measured on
the NASA-U core (10) located in western
Greenland at 73.84°N and 49.49°W and
2370 m above sea level. The annual mean
temperature is about 227°C and summer
melt layers are formed rarely. A quality
check of the record against two shorter neigh-
boring cores shows (11) that the multiannual
variability recorded in the core can be taken
as representative for that region after the
high-frequency part is removed.

The correlation between net snow accumu-
lation at the NASA-U drill site and the mean
sea level pressure distribution over the entire
North Atlantic region is illustrated in Fig. 1.
Both data sets are based on 15 years of monthly
mean ECMWF (European Centre for Medium-
Range Weather Forecasts) reanalysis data (9,
12). The pattern of explained pressure variation
by 1 SD in snow accumulation (scaled with
21.0) shows a clear dipole over the Atlantic
that strongly resembles the NAO pattern, with
negative values over Iceland and positive val-
ues at lower latitudes. Thus, it can be expected
that the variability of the measured NASA-U
ice accumulation rates also reflects the variabil-
ity of the NAO index.

In Fig. 2 the proxy NAO index derived from
the normalized annual mean ice accumulation
rates over the entire ;350 years (shaded) is
compared with the measured annual mean
NAO index for the past 130 years (1, 13) (solid
line). In both data sets the linear trend and the
high-frequency part are removed (11). The cor-
relation coefficient between the two indices is
0.57; hence, about one-third (0.572) of the total
variability is explained by a linear relationship.
Correlation coefficients with other commonly
used NAO indices were also determined (Table
1), showing that the proxy index also captures a
good part of the winter index variability. The
lowest correlation is found with reconstructed
winter NAO variability from tree-ring widths
(14). Our proxy index shows particularly low
values around 1880, whereas the highest values

are around 1695. Periods with a persistently
low index (Fig. 2, thin line) occurred in the
second half of the 19th century and also around
1950 to 1975 and 1675 to 1690 (Maunder
minimum). Persistently positive anomalies are
found in the early 18th and early 20th centuries.
From 1975 to 1990 the proxy index appears to
underestimate the increase in the NAO index;
however, it should be noted that these periods
correspond to the top meters of the ice core,
where the equivalent accumulation analysis is
difficult because of uncertainties in density
measurements.

To explore the dynamics of the NAO index,
we used a Morlet wavelet analysis (15, 16)
instead of a classic Fourier analysis. The statis-
tical significance of the local wavelet power

spectrum was tested by a Monte Carlo method.
Our null hypothesis states that the NAO index
is an autoregressive (AR-1) noise time series
with autocorrelation coefficient a estimated
from the observed data. Both time series, the
proxy index as well as the instrumental index,
are nearly white with a 5 20.1 and 10.1,
respectively.

The local wavelet spectrum of the proxy
NAO index (Fig. 3A) shows a number of time
sequences with spectral power above the 90 and
95% confidence levels. The most pronounced
sequences occur during 1685 to 1720, 1730 to
1775, 1870 to 1900, and 1900 to 1930; a weak-
er phase has prevailed from 1960 onward. The
spectrum does not show one or more dominant
and persistent NAO frequencies throughout the

Fig. 1. Teleconnection map between snow accumulation at the NASA-U drill site (*) and mean
pressure at sea level. Contours indicate pressure variation associated with 1 SD in snow accumu-
lation. Contour interval is 0.5 hPa and for clarity values are scaled with 21.0. Long dashed line is
the zero line. Regions with statistically significant correlation (above 99% confidence level
according to Student’s t test) are shaded. Both data sets are monthly mean ECMWF reanalysis (9,
12) data for 1979–1993.

Fig. 2. Normalized proxy NAO index based on western Greenland ice accumulation rates (shaded)
and normalized instrumental NAO index (1, 13) (thick line). Data are annual means averaged from
spring to spring (10). Linear trends and high-frequency parts (11) are removed. Also shown is a
15-year running median of the proxy index (thin line).
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past 350 years but is characterized by a highly
nonstationary behavior. One striking feature is
that most of the area with significant coherent
oscillation is located in the frequency band of
less than 15 years. Maximum power is around 5
to 7, 9 to 11, and 12 to 14 years. In addition, we
note that from 1850 onward the proxy NAO
index also shows significant (95%) power at 80
to 90 years. Roughly comparable multiannual
(16, 17) and century scale (17, 18) variability
was found in a number of independent temper-
ature proxy analyses. This is consistent with the
profound effect of NAO-like variability on the
northern hemisphere and European surface
temperature (2, 3). Note that in the first 200
years of the proxy NAO record no indication of
such a century-scale variability is found and
that the onset of this oscillation is comparable to
that expected from greenhouse gas forcing (19).

The local wavelet power spectrum of the
measured annual NAO index for the instru-
mental period (Fig. 3B) shows a number of
active phases with maximum amplitude in
frequency bands similar to those in the spec-
trum of the proxy index (Fig. 3A). Although
there are some differences, the two local
wavelet power spectra are similar and indi-
cate that our proxy NAO index correctly
reproduces the multiannual variability exhib-
ited by the instrumental annual NAO index.

A number of mechanisms have been pro-
posed to explain NAO-like variability, includ-

ing uncoupled and coupled atmosphere-ocean
interactions (20). For a truly internally or exter-
nally forced climate oscillation, one would ex-
pect to see statistically significant wavelet pow-
er throughout most of the 350 years indicated in
Fig. 3A, although the dominant frequency
might change in time (21). In contrast, the
observed power spectrum of the proxy index
suggests that the NAO is an intermittent climate
oscillation characterized by temporally active
(coherent) and passive (incoherent) phases. At-
mosphere-ocean interaction on the typical time
scales of 5 to 15 years might occur during
active phases but would be absent during pas-
sive phases, although spatially coherent patterns
still may exist. Note that we cannot exclude the
possibility that the proxy NAO index represents
simply stochastic variability. Monte Carlo sim-
ulations based on a large number of autoregres-
sive noise time series with the same autocorre-
lation coefficient as the proxy index showed
(22) that randomly distributed active and pas-
sive sequences with wavelet spectra above the
95% significance level can also occur by
chance.

Our study shows that it is possible to
reconstruct a proxy NAO index from care-
fully selected Greenland ice core data and
that intermittency is an important feature in
the NAO for the past 350 years. If this
intermittency is not simply caused by a
stochastic process, it may have implications

for climate prediction in the Atlantic region
and Europe (23), because the predictability
should be increased during coherent active
NAO phases.
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Two-Dimensional Magnetic
Particles

C. Stamm, F. Marty, A. Vaterlaus, V. Weich, S. Egger, U. Maier,
U. Ramsperger, H. Fuhrmann, D. Pescia*

Single two-dimensional (2D) atomically thick magnetic particles of cobalt and
iron with variable size and shape were fabricated by combining a mask tech-
nique with standard molecular beam epitaxy. Reduction of the lateral size of
in-plane magnetized 2D cobalt films down to about 100 nanometers did not
essentially modify their magnetic properties; although the separation of bound-
aries decreased greatly, neither domain penetrated the particle, nor was any
sizable shape anisotropy observed. The mutual interaction of 2D cobalt particles
was negligible, and the magnetic state of a single particle could be switched
without modifying the state of the neighbors. Perpendicularly magnetized iron
particles did not exhibit such responses. These results suggest that only a few
atoms forming a 2D in-plane magnetized dot may provide a stable elementary
bit for nanorecording.

Consider the effects of reducing the lateral di-
mensions of a magnetic film so that a flat
particle is produced. At least two questions
arise. First, as the boundaries are coming closer,
their demagnetizing action—which is negligi-
bly small, for example, at in-plane magnetized
extended films (1–3)—is expected to increase.
As a result, it might become energetically fa-
vorable for domains to penetrate the particle
when its lateral size is reduced (4). Simulta-
neously, the shape of the particle (5–8) might
compete with the magnetocrystalline anisotro-
py (9) to determine the direction of the magne-
tization M. The second question arises in con-
nection with an ensemble of such particles: The
dipolar energy responsible for possible demag-
netizing effects within one single particle pro-
duces a long-range interaction between the par-
ticles. Thus, it might become impossible to
change the magnetic state of a particle without
affecting the state of the neighbors. As the
geometry of the particles and their mutual in-
teraction lead to the complicated magnetic be-
havior observed in mesoscopic magnets (4–6,

10–14), the answers to these two questions are
of fundamental importance for possible appli-
cations such as magnetic recording.

We addressed these two questions in the
limit of atomically thin films of Co on
Cu(100). Co/Cu(100) seems to represent a
model system for in-plane magnetized ultra-
thin films (3, 9, 15–19) and should provide a
suitable reference for starting the patterning
operation. The ultraflat particles are produced
by molecular beam epitaxy (MBE) (16, 20)
under ultrahigh-vacuum conditions (10–11-
mbar range). Lateral patterning is achieved in
situ during MBE by placing a diaphragm
between the MBE source and the substrate.
This diaphragm consists of a 1-mm-thick foil
with microholes that had been etched with a
commercial focused ion beam (FIB) system.
The magnetization was measured in situ and
resolved spatially with two techniques: scan-
ning Kerr microscopy (SKEM, lateral resolu-
tion of 1 mm) (16 ) and scanning electron
microscopy with polarization analysis
(SEMPA, lateral resolution of ;10 nm) (3,
18, 21, 22). Sample growth and measure-
ments were performed at room temperature.
The thickness of the microstructures was de-
termined by calibrating the evaporation rate
with Auger spectroscopy and scanning tun-
neling microscopy (STM) (16, 20) performed
on continuous films. On selected microstruc-
tures, we cross-checked the thickness by
STM. In addition, we used SEMPA to mea-

sure the electron spin polarization P as a
function of thickness. This allowed an addi-
tional thickness calibration that was particu-
larly important for the smallest structures,
which turned out to be thinner than expected
from the evaporation rate. The sharpness of
the boundary of the microstructures, deter-
mined by STM, was ;100 nm.

The spatially resolved remanent state mag-
netization M (zero applied magnetic field H) of
ultraflat particles (thickness d typically in the
range 2 AL , d , 10 AL, where AL 5 atomic
layer) is shown in Fig. 1 for lateral sizes varying
from ;1 mm to ;100 nm. All of the particles
are ferromagnetic starting from d ' 2 AL; the
easy (energetically most favored) M axis is
in-plane and along the same crystallographic
direction for all of the particles, irrespective of
their size and shape. Each particle has a roughly
square hysteresis loop (Fig. 1D) with a nearly
fully magnetized remanent state, and M is ho-
mogeneously distributed; no magnetic domains
penetrate the particles even when their size is
varied over many decades. A minimum mag-
netic field Hrev is required to switch M of the
particles in the opposite direction (see Fig. 1D
and the transition from Fig. 1F to Fig. 1G). We
studied the magnetic state close to Hrev—that
is, close to the state of instability toward revers-
ing M—by applying a reverse magnetic field
Hrev – DHrev (the field was successively
switched off to perform the SEMPA imaging).
We observed a single-domain state up to re-
verse applied fields very close to Hrev (the
smallest values of DHrev/Hrev achieved in our
study were 0.005). Thus, the microstructures
switched from one homogeneous state to the
reverse state. With current imaging methods,
we are not yet able to determine how this
switching (that is, the time evolution of M at
Hrev) proceeded.

An exception to the single-domain rule is
the millimeter-sized Co film seen in Fig. 1B,
where millimeter-sized domains are produced
in the vicinity of Hrev. However, over such
large scales, the Co film is bound to meet
with the major structural defects provided by
the Cu surface and to develop enough mag-
netostatic energy Em to create domains and
pin their walls. These defects are most likely
determining the value of Hrev in microstruc-
tures as well: Hrev increased with thickness
(15) but did not show any systematic varia-
tion with size and shape.
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