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Abstract. We have compared vertical transport of temperature, anthropogenic 
CO:, natural radiocarbon (14C), and bomb 14C in a global box-diffusion model 
(B-D) and a three-dimensional (3-D) ocean general circulation model from the 
Geophysical Fluid Dynamics Laboratory. Our main objectives were (1) to test 
the eddy diffusion parameterization of large-scale vertical transport in ocean box 
models and (2) to assess the utility of bomb-produced and natural 14C observations 
to validate ocean models used to estimate anthropogenic CO: uptake. From the 

14 14 
3-D model's distributions and fluxes of natural C, bomb C, and anthropogenic 
CO:, we have calculated apparent diffusivities (Kap) vertically over the global ocean 
that range mostly between 4000 and 8000 m: yr -1. These Kap agree quantitatively 
with diffusivities found by fitting B-D models to observed distributions of natural 
and bomb 14C. We then used these sets of Kap in different runs of a global B-D 
model. Results from all B-D models runs matched to within 13% those from the 3-D 

model for global uptake of anthropogenic CO: and bomb-14C penetration depth. 
Although Kap from 3-D simulations for bomb 14C vary with time, those from 3-D 
runs for anthropogenic CO: are essentially constant. Still, we found nearly the 
same results with the B-D model when Kap from 3-D bomb 14C simulations are 
approximated as time invariant. The best agreement (within 3%) between 3-D 
CO: simulations and B-D model runs was found when applying Kap derived from 
bomb 14C in the surface and from natural 14C in the deep. Agreement was worse 
when using Kap from 3-D simulations for anthropogenic CO: itself, mostly because 
in this case deeper Kap could only be extrapolated from higher surface values. 
We have found it appropriate to study global oceanic uptake of anthropogenic 
CO: with B-D model and to validate anthropogenic carbon uptake models using 
natural and bomb 14C observations. For bomb 14C in the 3-D model, convective 
transport was most important during 1955-1964 while atmospheric levels were 
rising; afterward, atmospheric levels drop, and advective overturning dominates as 
for natural 14C. Thus 14C seems less than ideal to validate the convective scheme of 
general circulation models. 

1. Introduction 

Parameterized box models are widely used to describe 
the transport of tracers in the ocean-atmosphere sys- 
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tem as a means to study both the global climate [e.g., 
$iegenthaler and Oeschger, 1984; Harv•ey, 1986; and 
Schlesinger and Jiang, 1990] and the global carbon cy- 
cle [e.g., Oeschger et al., 1975; $iegenthaler and Wenk, 
1984; Broecker and Peng, 1987; $iegenthaler and Joos, 
1992; Hesshaimer et al., 1994]. Although general cir- 
culation models (GCMs) are more realistic, simple box 
models do have some distinct advantages: (1) they de- 
mand much less computing resources thereby allowing 
many sensitivity studies; (2) they are relatively easy to 
calibrate (i.e., to tune to match observations); and (3) 

12,367 



12,368 JOOS ET AL.: OCEAN CARBON TRANSPORT 

model output is easier to interpret than that of GCM's. 
However, all transport processes in box models are pa- 
rameterized, in contrast to GCMs which are based on 
the physical laws of motion. This study has attempted 
to determine to what extent the widely used eddy dif- 
fusivity parameterization is justified in box-modeling 
studies. 

For global carbon-cycle studies, natural and bomb- 
produced •4C are of interest because ocean models used 
to estimate uptake of anthropogenic CO2 are typically 
calibrated (or validated, in the case of two-dimensional 
(2-D) and three-dimensional (S-D) models) by compar- 
ing their simulated •4C distribution versus those mea- 
sured in the real ocean [e.g., Revelle and $uess, 1957; 
Oeschger et al., 1975; Maier-Reimer and Hasselmann, 
1987; Toggweiler et al., 1989a, b; $iegenthaler and Joos, 
1992; Enting et al., 1994]. Unfortunately, it has never 
been tested if model calibration using radiocarbon ob- 
servations is appropriate. 

The main purposes of this paper are (1) to evaluate 
the eddy diffusivity parameterization as used in simple 
box models and (2) to study how well the penetration 
of bomb-produced radiocarbon into the ocean serves as 
an analog for oceanic uptake of anthropogenic CO2. We 
found that the diffusion approach is justified to study 
the oceanic uptake of transient tracers if transport is pa- 
rameterized for large spatial scales (basin; global ocean) 
and typical timescales exceed 10 years. We also found 
that bomb-•4C observations are well suited to tune box- 
diffusion type models designed to calculate the oceanic 
uptake of anthropogenic CO•. On the other hand, tem- 
perature was found to be unsuitable to determine trans- 
port coefficients for parameterized carbon cycle models. 

Frequently, tracer transport in box models is de- 
scribed by a linear flux-gradient relationship, expressed 
as Fickian diffusion (often called eddy diffusion because 
it concerns large, nonmolecular scales, where eddies 
transport mass between two regions); sometimes this 
relationship is combined with advective terms. In its 
one-dimensional (l-D) form, such transport across a 
horizontal plane can be represented as 

f - -k OC •z + WC (1) 
where f is the mean tracer flux per unit area, k is the 
eddy diffusivity, OC/Oz is the spatially averaged gradi- 
ent, C is the mean tracer concentration, and w is the 
average water velocity for the area under consideration. 
Thus one assumes that the flux through a large area 
is a function of spatially averaged quantities. Usually, 
it is also assumed that the eddy diffusivity k is inde- 
pendent of the tracer's distribution, sources, and sinks 
and that k does not vary with time. Yet these assump- 
tions remain largely untested, despite widespread use of 
the eddy diffusion approach in box models of the ocean 
[e.g., Enting et al., 1994]. 

There have been a few studies, however, that have ad- 
dressed the eddy-diffusion parameterization. One study 

by Mahlman [1975] compared atmospheric tracer trans- 
port in 1- and 2-D eddy-diffusion models to that in a 
GCM. Mahlman calculated so-called apparent eddy dif- 
fusivities, Kap, from the output of an atmospheric GCM 
by solving equation (1) for the diffusivity coefficient. He 
first calculated spatially averaged fluxes and gradients; 
then he divided the averaged fluxes by the appropri- 
ate averaged gradients, thereby neglecting the advec- 
tion term in equation(I). In this way, apparent diffusiv- 
ity coefficients were determined for spatially aggregated 
regions for each of several simulated tracers. Mahlman 
found that even the best set of parameters derived to fit 
the observed values of one particular tracer may not be 
applied to a tracer with a different distribution, sources, 
and sinks. As an aside, Plumb and Mahlman [1987] of- 
fer a nice example of the utility of Kap derived from a 
3-D atmospheric model, i.e., to drive a 2-D zonal mean 
model having the same vertical and latitudinal resolu- 
tion. The latter model has received widespread use in 
the atmospheric modeling community [e.g., Ciais et al., 
19951. 

As for the ocean, $armie•to [1983] calculated K•p for 
tritium in the North Atlantic at different times from 

vertical fluxes simulated in a regional version of the 3- 
D ocean model from the Geophysical Fluid Dynamics 
Laboratory (•FDL). He found K•p for tritium to vary 
with time. 

Expanding upon the above two approaches, $iege•- 
•haler a•d doos [1992] considered the mean advective 
•erms for their simple box model. They derived the ad- 
vective component of K•p from the tracer fluxes due to 
vertical advection, as simulated by a global version of 
the •FDL 3-D model [Toggweiler et al., 1989a]. Siegen- 
thaler and Joos's two sets of K•p from the 3-D simu- 
lations for temperature and natural •4C differ substan- 
tially because these two tracers have different spatial 
distributions. Furthermore, temperature variations on 
isopycnal surfaces are small; therefore heat transport 
to depth by isopycnal mixing does not play an impor- 
tant role. Siegenthaler and Joos also found good agree- 
ment between their Kap derived from the GCM's natu- 
ral •4 C fluxes versus those obtained by fitting their high- 
latitude exchange/interior diffusion-advection (HILDA) 
model to observed distributions of •4C. 

Unfortunately, the number of observations is insuffi- 
cient to pursue our two main objectives, that is, testing 
the eddy diffusion transport approach in box models 
of the ocean and testing the utility of bomb •4C as an 
analog for anthropogenic CO•. Instead, we used, as 
have previous studies, a 3-D general circulation model 
as the best available substitute for real ocean processes. 
This paper goes beyond the work of $iegenthaler and 
Joos [1992] by considering two additional tracers, bomb- 
produced •4C and anthropogenic CO•, and by distin- 
guishing not only the advective portion of the total Kap 
from the 3-D model, but also other components due to 
convection and explicit diffusion. 

Concerning the validation of carbon-cycle models, it 
follows from the tracer-independent fields of advection 
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and convection that transport of different passive trac- 
ers to depth is identical when the spatial and temporal 
distributions of the tracers are the same. To compare 
tracer distributions, we have first analyzed the latitu- 
dinal variations of the zonally averaged surface tracer 
concentration in dimensionless units. Concentrations 

have been scaled using the average surface concentra- 
tion and the mean surface-to-deep sea gradient. Our 
comparison of these normalized distributions revealed 
that the fields of 14C and CO2 are similar, whereas the 
temperature field is much different. Next, we have com- 
pared Kap derived from the GCM's distribution of natu- 
ral and bomb-produced •4C with those from model runs 
of anthropogenic CO2. Further, we have applied these 
different sets of Kap in a global box-diffusion model to 
calculate the uptake of anthropogenic CO2 and of bomb 
•4C. We found good agreement between /•ap derived 
from the 3-D model's radiocarbon and anthropogenic 
CO2 distributions. Also, for our calculated uptake of 
bomb 14C and anthropogenic CO2, the GCM results 
agree well with those from our global box-diffusion (B- 
D) models. 

Of general concern is the large difference between 
eddy diffusion coefficients used in models versus those 
measured in the real ocean. Diffusivity coefficients com- 
monly used in box-diffusion type models are roughly 10 
times larger than vertical diffusivities estimated for lo- 
cal mixing processes. We discuss here how these dis- 
crepancies arise: the magnitude of the diffusivity coeffi- 
cient depends upon the processes being parameterized, 
which differ greatly as a function of the spatial scale 
involved. 

This paper is organized as follows. Section 2 briefly 
describes the models, the simulations, and the impact of 
neglecting carbon transport by organic material. Sec- 
tion 3 details the eddy diffusion approach and the cal- 
culation of Kap. For the results, we (1) compare the 
latitudinal distributions of different tracers, (2) assess 
global tracer transport in the vertical as due to advec- 
tion, diffusion, and convection, (3) determine Kap for 
each of these transport processes, (4) implant sets of 
total Kap in the B-D model to simulate the uptake of 
radiocarbon and anthropogenic CO2, and (5) analyze 
how Kap differ regionally. Following the discussion, an 
appendix offers some of the finer details as to how we 
calculated Kap from 3-D model results. 

2. Model Descriptions 
2.1. 3-D Model and Simulations 

We used output from the GFDL 3-D model of Tog- 
gweiler et al. [1989a, b], a primitive equation model 
based on earlier work by Bryan [1969, 1979] and Bryan 
and Lewis [1979]. This 3-D model has twelve vertical 
layers, a north-south resolution of 4.5 ø, and an east-west 
resolution of 3.75 ø. Tracers are transported by advec- 
tion, convection, and explicit eddy diffusion. Toggweiler 
et al. [1989a] computed the velocity fields by solving the 

equations of motion and continuity, as well as conser- 
vation of salinity, temperature, and state. The GFDL 
model also uses the convective adjustment approach; 
that is, it homogenizes adjacent layers that are unstable 
with respect to one other. Explicit vertical eddy diffu- 
sivity varies smoothly between 0.3 cm 2 s -1 in the upper 
kilometer and 1.3 cm 2 s -1 in the deepest layer, whereas 
explicit horizontal eddy diffusivity decreases from 1.0 to 
0.5 x 107 cm 2 s -• from surface to bottom. For our stud- 
ies of the transport of temperature in the GFDL GCM, 
we used the resulting stationary circulation and tracer 
fields from Toggweiler et al. 's [1989a] nonseasonal, prog- 
nostic, world-ocean model (version P). 

For other tracers, we used an off-line version of the 
same model, thereby allowing more efficient use of com- 
puting resources. The off-line model is driven by time- 
averaged fields of advection and convection, saved from 
the on-line model ([Toggweiler et al., 1989a], prognos- 
tic version P) while running it an additional 55 years 
beyond equilibrium [Najjar, 1990]. The off-line model 
employs the convective index representing the fraction 
of total passes through the convection routine of the 
on-line model. For practical reasons, off-line convection 
is specified to never occur if the convective index is be- 
tween 0 and 1/3, to pass once per time step through the 
convection routine if the index is between 1/3 and 2/3, 
or to pass twice per time step if the convective index 
is between 2/3 and 1. As such, off-line convection may 
not always be representative of that occurring in the 
on-line model. For anthropogenic CO2, we used off-line 
results from the standard simulation of $armiento et 

al. [1992, simulation A1.1]. For bomb 14C• we made a 
new simulation in the same 3-D off-line model because it 

was not possible to reconstruct the convective transport 
from the results stored for the on-line bomb 14C runs of 

Toggweiler et al. [1989b]. In any case, comparison here 
between simulations for bomb 14C and anthropogenic 
CO2 is consistent since both simulations were made off- 
line in the same model. 

We now turn to the geochemical models used for an- 
thropogenic CO2 and 14C. The following equation 

OC 
= advection + diffusion + convection- AC 

(2) 

describes tracer transport, with the first three terms 
on the right-hand side (advection, turbulent diffusion, 
and convection, respectively), all predicted by the dy- 
namic 3-D model. The fourth term represents ra- 
dioactive decay and is applicable here only for •4C 
(t•/2 = 5730years). In addition to equation (2), one 
must consider the surface boundary condition, the net 
air-sea tracer flux, which is the product of the differ- 
ence between the atmosphere and surface ocean tracer 
concentrations and the gas exchange coefficient. The 
latter is assumed for the 3-D simulations to be a linear 

function of wind speed [Broecker et al., 1985; Esbensen 
and Kushnir, 1981] and of sea ice coverage. The gas 
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exchange coefficient, based on wind speed only, is mul- 
tiplied by the observed annual average fractional area 
of each grid box which remains ice free [Walsh, 1978; 
Zwally et al., 1983]. 

For anthropogenic CO2, Sarmianto et al. [1992] 
used a perturbation approach, which relates changes 
in oceanic pCO2 to changes in oceanic ECO2, thereby 
simplifying the simulation. With the perturbation ap- 
proach and its implied steady state assumption, it is not 
necessary to run simulations to equilibrium beforehand. 
Perturbation CO2 simulations begin at the onset of the 
industrial revolution. Levels of atmospheric pCO2 de- 
rive from a spline fit to the data [Neftel et al., 1985; 
Friedli at al., 1986; Keeling at al., 1989]. 

For •4C, Toggweiler et al. [1989a, b] used the frac- 
tionation corrected •4C/•2C ratio [e.g., Bolin, 1981] as a 
tracer. Although A•4C is a ratio, in the context of this 
paper, it is employed as a •4C concentration because 
model runs here explicitly avoid simulating fractiona- 
tion. For natural 14C, atmospheric •4C concentration 
was prescribed at a fixed A•4C level of 0ø/oo; for bomb 
•4C, the atmospheric record was prescribed according 
to observations. 

2.2. Box Model 

To evaluate the Kap derived from the 3-D model in 
the context of a simple model, we constructed a box- 
diffusion (B-D) model [Oeschger et al., 1975] having the 
same vertical resolution as the 3-D model, that is, an 
ocean represented by 12 homogeneously mixed layers 
whose thicknesses increase smoothly from 51 m at the 
surface to 866 m at depth. Vertical tracer fluxes in the 
B-D model were computed while using the Kap derived 
from the 3-D model. We calculated vertical gradients 
and fluxes in a manner consistent with the centered fi- 
nite difference scheme used in the 3-D GFDL model 

[Bryan, 1969]. Thus exchange between the top two lay- 
ers was calculated in the same way as for deeper layers. 

Solving the diffusion equations by applying the GFDL 
model's first-order numerical scheme [see Yin and Fung, 
1991] and its low vertical resolution yields substantially 
different results than applying the numerical approach 
used by Oeschgar et al. [1975]. The latter is second- 
order accurate and has much finer vertical resolution. 
Thus diffusivities would have to be different for the two 

versions to obtain the same results. While using the 
same diffusivities in both versions, we found predicted 
uptake of anthropogenic CO2 to differ by up to 25%. 

We calculated tracer fluxes between atmosphere and 
ocean using a global-average value for the gas trans- 
fer coefficient. Ice cover was not considered in the B- 

D model, whereas it impedes gas transfer in the 3-D 
model. Note• however, that global CO2 uptake in 3-D 
simulations with ice cover versus those without showed 

only slight differences. The B-D model's ocean surface 
area was set to 3.62 x 10 TM m 2. With this B-D model, 
we ran simulations analogous to the standard experi- 
ments of Sarmiento at al. [1992] and Toggweilar et al. 

[1989a, b]. We used the same perturbation approach 
as Sarmiento et al., as well as their global average gas 
exchange rate (17.9 molm -2 yr -• at 275 ppm) to calcu- 
late the uptake of CO2. Likewise for bomb •4C, we pat- 
terned our B-D model simulation after the standard 3- 

D simulation of Toggweiler et al. [1989b], whose global 
average gas exchange rate was 16.6mol C m -2 yr -•, 
constant in time. For comparison purposes, we fol- 
lowed Toggweiler et al. who neglect the increase in at- 
mospheric carbon inventory and the invasion of anthro- 
pogenic CO2 into the ocean for all simulations of bomb 
•4Co 

2.3. Neglect of Transport by Organic Material 

In addition to ocean currents, convection, and turbu- 
lence, oceanic carbon is transported by the cycling of 
particulate and dissolved organic matter, as produced 
and consumed by marine organisms. The downward 
flux of biogenic material leaving the surface ocean and 
its subsequent remineralization at depth causes C02 
concentration to be higher in the deep ocean relative 
to surface waters. Yet such transport was not included 
in the models described above because related changes 
in •4C/•2C are relatively small. In the case of natural 
•4C, where equilibrium between atmosphere and ocean 
has been established, it is the ratio of •4C to •2C in a 
water sample that is important. Both •4C and •2C are 
fixed into biogenic material in the same ratio (corrected 
for fractionation) as found in surface waters; subsequent 
remineralization of organic material increases both the 
•4C and •2C concentration. Thus the effect of biolog- 
ical transport on the •4C/•2C ratio is relatively small. 
Any error introduced by ignoring the biological carbon 
transport is less than 10% of the natural A•4C signal 
produced by ocean circulation and radioactive decay 
[Fiadeiro, 1982]. 

As for bomb •4C, its downward transport due to bi- 
ological cycling corresponds to the product of new pro- 
duction (i.e., the flux of organic material leaving the 
mixed layer) times the bomb-•4C concentration in this 
organic material. The latter is approximately equal to 
the inorganic bomb -•4C concentration in surface waters. 
Levels of bomb •4C in the surface ocean are known rea- 

sonably well. For new production, however, there exists 
a wide range of estimates: 4 Gt C yr -• from Eppley and 
Paterson [1979], 6 Gt C yr -• from Berger et al. [1987], 
20 Gt C yr -• from Packard at al. [1988], 7-13Gt C 
yr -• from Najjar [1992], 8.5 Gt C yr -• from Kurz and 
Maier-Reimar [1993], and 19Gt C yr -• from Keeling 
and Shertz [1992]. 

To estimate the associated errors, we multiplied the 
HILDA model's time-integrated surface ratio of bomb 
•4C [Siegenthalar and Joos, 1992] times a global export 
production of 10Gt C yr -•. Up to 1974, during the 
Geochemical Ocean Sections Survey (GEOSECS), we 
found a downward transport of 9 x 10 26 atoms m -2, 
roughly 3% of the observed global bomb-14C inven- 
tory of 300 x 1026 atoms m -2 [Broecker et al., 1985, 
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1995]. Such an effect is relatively small, particularly 
when compared to the uncertainties of roughly +10% 
associated with current estimates of the bomb-•4C in- 

ventory [Broecker et al., 1995; Joos, 1994]. Thus for 
A•4C, transport via biogenic material cycling plays a 
minor role and can be neglected. 

For CO2, the perturbation approach used here in- 
corporates the steady state assumption for the natu- 
ral carbon cycle. With this fundamental assumption, 
the ocean's biological fluxes are assumed not to have 
changed since preindustrial times. Strong support that 
such an assumption is valid when modeling atmospheric 
CO2 comes from the roughly constant pCO• recorded 
in ice cores for at least 800 years prior the beginning of 
the industrial revolution as well as little evidence point- 
ing to recent dramatic changes in ocean circulation and 
biology [e.g., $iegenthaler and $armiento, 1993]. Fur- 
thermore, model sensitivity studies show that large per- 
turbations to the ocean's biological particle flux would 
be necessary if the atmospheric CO2 concentration were 
to be altered substantially [e.g., Joos et al., 1991]. In 
summary, it appears reasonable to neglect biological 
transport for simulations spanning the historical CO• 
transient. 

3. Analysis 

3.1. Turbulent Transport and the Eddy 
Diffusion Approach 

Before discussing analysis of 3-D model results, let us 
first recall the concept of eddy diffusion [e.g., Newell, 
1963; Peixoto and Oort, 1992]. Turbulent diffusion 
can be described as a flow varying in time and space 
by separating both the velocity v(t,x) and the concen- 
tration c(t,x) into averages (over time and space) and 
the remainder which fluctuates. The time- and space- 
averaged flux f per unit area and per unit time is then 

f ____ 

(v). + (v(x)*. 
+(v'(t, x). c'(t,x)). (3) 

Here, the overbar indicates the average over time, 
the prime represents the temporal fluctuation, the an- 
gle brackets denote the spatial mean, and the asterisk 
indicates the spatial fluctuation. Thus the average flux 
through an arbitrary area during an arbitrary time in- 
terval consists of transport by the mean advection 
transport by standing eddies (V(x)*, that is, by the spa- 
tial fluctuations of the time-averaged circulation), and 
transport by transient eddies. 

The eddy diffusion approach assumes that the turbu- 
lent flux (last two terms in equation (3)) is proportional 
to the mean tracer gradient. In three dimensions, the 
turbulent flux is then the product of the tracer gradi- 
ent and the tensor K, a matrix consisting of the eddy 
diffusivity coefficients [e.g., Redi, 1982]. With the eddy 

diffusion assumption, one can now describe the average 
flux f in direction of the unit vector n as 

f= {V). (•) -In. K. V(•)].n, (4) 

which is equivalent to equation (1) but written for three 
dimensions. As for eddy diffusion coefficients (i.e., the 
elements of the K matrix), definitions vary between 
models. In the simplest cases, coefficients are assumed 
constant [e.g., Oeschger et al., 1975]; in more complex 
cases, they are calculated using sophisticated models 
for production, transport, and dissipation of turbulent 
kinetic energy [e.g., Gaspar et al., 1990]. 

By representing equation (4) in a coordinate system 
in which K is diagonal, we can express the diagonal 
element of K as a function of averaged quantities. For 
example, when considering the flux fz normal to a hori- 
zontal area, we obtain for such a special case the vertical 
eddy diffusion coefficient 

= <w). - L o<c)/o ' (5) 
where (•-;) is the spatially and temporally averaged ver- 
tical velocity. 

3.2. Calculating Kap From the 3-D Model 

To study the parameterization of large scale mixing 
by eddy diffusion, we used the same approach to deter- 
mine advective fluxes as in earlier work by Siegenthaler 
and Joos [1992]; however, we extended this prior analy- 
sis by also considering, independently, the fluxes due to 
the 3-D model's convection and explicit diffusion. We 
computed the 3-D model's Kap by horizontally aver- 
aging its concentration, flux, and velocity fields over a 
large ocean area and evaluated these averaged quanti- 
ties in an equation analog to equation (5). The total 
Kap were split into the sum of three components, Kadv, 
Kconv, and Kdifr, defined by the 3-D model's advective, 
diffusive, and convective tracer fluxes, as described in 
the appendix. 

When calculating Kap by dividing the tracer flux by 
the vertical tracer gradient as in equation (5), results 
became unreliable when tracer gradients differed little 
from zero, which in part arises from the finite numer- 
ical precision necessary for both the model simulation 
and its analysis. One can check if such problems arise 
here, however, because that component of Kap calcu- 
lated from the explicit diffusive 3-D flux, Kdifr, must 
equal the 3-D model's prescribed vertical diffusion coef- 
ficient. When they differed by more than 2%, we flagged 
the tracer gradient as numerically insignificant and did 
not use corresponding results. Occasionally, vertically 
adjacent values were also rejected based on a more de- 
tailed analysis. 

For the calculation of the advective component, Kad•, 
temporal fluctuations (last term in equation (3)) were 
neglected (see appendix); therefore the component of 
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Kap calculated from the 3-D's advective flux, Kadv, cor- 
responds to 

W* ½* / 
Kadv- O(C)/C•Z' (6) 

where w* and c* represent the spatial deviations of the 
vertical velocity and concentration in the 3-D model, 
relative to values averaged over a given horizontal area. 
This net advection by large overturning cells, which is 
resolved in the 3-D model, can only be taken into ac- 
count via diffusion in the box model. Examples for such 
cells are the wind-driven overturning cells at the equa- 
tor and ehe so-called Deacon cell in the Southern Ocean 

(see Figure 1). 
Since Kadv effectively represents large-scale overturn- 

ing (equation (6)), it seemed most appropriate to deter- 
mine its value (and thus corresponding values of Kdifr, 
Kconv, and Kap) only in regions that include at least 
one such cell. For the global analysis, this presented 
no problem. For a regional analysis, we selected char- 
acteristic regions by using the meridional stream func- 
tion (Figure 1) as a guide; to refine selection, we also 
relied on the depth-integrated, squared, northward wa- 
ter transport versus latitude (not shown). With min- 
imum latitudinal water exchange near 31øS and 27øN 
in all ocean basins (Figure 1), we chose three distinct 
regions to be presented later in section 4.6: 90øS-90øN 
(the global ocean), 90øS-31øS (where strong convection 
dominates in the GFDL model and where there exists 

a large overturning cell), and 31øS-27øN (a nonconvec- 
tive region having two wind-driven cells, one on each 
side of the equator). The exact latitudinal boundaries 
were not critical to this analysis; that is, calculated Kap 
changed little when these boundaries were moved sev- 

eral degrees. As might be expected, attempts to use 
equation (6) on latitudinal bands of only one to two 
grid boxes (4.5 ø per band) produced Kadv which vary 
erratically with latitude. 

4. Results 

4.1. Surface Tracer Distributions in the 3-D 
Model 

Because tracers considered here have different bound- 

ary conditions, their concentrations may also vary dif- 
ferently in space and time. Just how tracers vary in 
this regard is key to understanding differences in down- 
ward tracer transport. Here we first discuss spatial vari- 
ability of different tracers. Then we address temporal 
variations. 

It follows from equation (6) and the tracer-independ- 
ent advective field that the Kadv for two tracers will be 
similar when both exhibit similar spatial distributions. 
With like distributions, downward transport carries like 
concentrations. For more insight, we compared normal- 
ized zonally averaged tracer distributions, Cnorn•, in the 
surface layer of the global ocean. Each tracer concen- 
tration c was normalized by using a scale which assigns 
a value of zero to the global average surface concentra- 
tion, Icsl, and a value of -1 to a representative deep 
ocean concentration,/cd/ø 

c- (7) Cnorm ---- (Cs) _ 
Thereby we were able to measure the latitudinal varia- 
tions at the surface, in units of the tracer's global aver- 
age surface-to-deep concentration difference, which cor- 
responds to a normalization with respect to the surface- 
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Figure 1. Meridional overturning for the global ocean. 
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to-deep gradient, that is, the denominator of equation 
(5) and equation (6). 

As shown in Figure 2, normalized surface distribu- 
tions were roughly similar for anthropogenic CO2, natu- 
ral 14C, and bomb 14C. All three tracers exhibited lows 
near the equator (due to upwelling of tracer-impover- 
ished water) and highs in the subtropical gyres (after 
substantial air-to-sea invasion of tracer). Other similar- 
ities included the sharp decline between the subtropical 
gyres and high-latitude regions, where surface-to-deep 
mixing is enhanced. Although normalized surface con- 
centrations between 50øS and 50 ø N (which comprises 
80% of the world ocean's surface area) remained fairly 
close to the basin-wide averages, surface water concen- 
trations increased between the equator and the sub- 
tropical gyres at different rates. These differences arose 
largely because during surface water transport toward 
the midgyre regions (Figure 1), each tracer equilibrated 
at different rates with the atmosphere. Differences be- 
tween equator and midgyre concentrations were most 
pronounced for bomb 14C because of its large air-sea 
gradient as well as the long time (~10 years) required 
for perturbations of the 14C/12C ratio to equilibrate 
with surface waters. Anthropogenic COx's equilibration 
time is about 10 times faster; natural 14C's steady state 
input and its smaller air-sea difference made its surface 
distribution between 50øS and 50øN much more like 

that for anthropogenic CO•. 

Temperature showed a completely different distribu- 
tion. In mid and low latitudes, which cover most of the 
ocean's surface, temperature varied over almost the en- 
tire range of values found in the ocean. Although infor- 
mative, the above analysis of the spatial tracer distribu- 
tions is limited. For example, gradients along isopycnal 
surfaces were not considered. Nevertheless, one might 
anticipate that Kap profiles for 14C and anthropogenic 
CO• would be similar, whereas the temperature profile 
would be substantially different. As shown below, this 
is indeed the case. 

4.2. Tracer Fluxes in the 3-D Model 

To further compare tracers, we separated downward 
tracer transport into components due to advection, con- 
vection, and explicit diffusion. Figure 3 shows the 3-D 
model's globally averaged downward flux for anthro- 
pogenic CO2 (1986), natural 14C, bomb 14C in 1974, 
and temperature. Downward fluxes decreased with 
depth for the two transient tracers. The radioactive 
decay of natural 14C dictates that its globally averaged 
downward flux must also decrease with depth because 
at steady state, net supply must balance decay in each 
layer. A conservative tracer, such as temperature, must 
have zero globally averaged vertical flux at all depth 
levelso 

Downward transport of anthropogenic CO2 across the 
upper layers of the 3-D model was split about equally 
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Figure 2. Zonal-average surface values of temperature (solid), preindustrial 14C (dotted), bomb- 
produced 14C (dashed), and anthropogenic CO2 (dash-dotted) as simulated in the GFDL 3- 
D model versus latitude. For consistency, results from each tracer are given on a normalized 
scale ranging from -1 (for representative deep-sea values) to 0 (for the basin-wide average of the 
surface concentration). For the -1 end of the normalization, we take deep-ocean bomb 14C and 
anthropogenic CO2 at zero concentration, and for temperature and natural 14C, we take their 
average concentrations at 2200 m. 
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Figure 3. Downward transport of (a) heat, (b) natural 14C, (c) bomb 14C (1974), and (d) 
anthropogenic CO2 (1986) versus depth for the global ocean as simulated in the GFDL 3-D model. 
Transport processes are separated into components due to advection (dash-dotted), convection 
(dashed), explicit diffusion (dotted), and the sum of all three processes (solid). 

between advection and convection. Advection domi- 

nated across deeper layers. Vertical transport by ex- 
plicit diffusion was relatively small throughout the wa- 
ter column. For CO2, the relative importance of these 
three transport mechanisms did not change substan- 
tially with time. 

The situation for bomb 14C was different (Figure 4). 
Convection and advection contributed about equally to 
the downward flux of bomb 14C before 1963, but unlike 
the case for anthropogenic CO•, transport to depth by 
explicit diffusion was also substantial. After 1963, most 
of the model's downward flux of bomb 14C derived from 
advection. 

Variations in the relative importance of the different 
transport processes were linked to the history of anthro- 
pogenic CO• and bomb 14C (Figure 5). In upper layers, 
convection was of equal or higher importance than ad- 
vection during the rise in surface CO• and 14C (compare 
Figures 3d, 4a, and 5). Because the 3-D model's explicit 
diffusion and convection act on a local scale, both these 

processes tended to decrease the vertical tracer gradi- 
ent. Thus their efficiencies for transporting tracers to 
depth decreased with time because resupply from the 
atmosphere could not keep pace. In contrast to convec- 
tion, the advective transport did not depend on local 
vertical gradients, but on the concentration differences 
between upwelling and downwelling regions. Thus, for 
the large overturning cells shown in Figure 1, net ad- 
vective downward flux depended on the concentration 
difference of horizontally distant regions. In upwelling 
regions, •4C concentrations remained low because there 
the slow influx of bomb 14C from the atmosphere could 
not keep up with the 'renewal from below by waters 
impoverished in bomb 14C. On the other hand, contin- 
uous enrichment by air-sea exchange of surface waters 
during their transit from upwelling regions toward the 
midlatitude gyres resulted in relatively high gyre con- 
centrations. Thus one finds a local minimum around the 

equator and the maximum in the midlatitudes (Figure 
2). 
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Figure 4. Downward transport of bomb •4C versus time for global ocean as simulated in the 
GFDL 3-D model at a depth of (a) 50 m and (b) 370 m. Note different vertical scale. Line 
patterns are as in Figure 3. 

The main processes responsible for the global distri- 
bution of natural 14 C were thermohaline overturning 
and radioactive decay. Convective transport played a 
minor role (Figure 3b) because the timescale govern- 
ing convection is much shorter than the half-life of 14C. 
Also, 14C'8 air-sea equilibration time is slow when com- 
pared to the residence time of high-latitude surface wa- 
ters. Thus, in regions of convection, the depth distribu- 
tion of natural 14C was nearly homogeneous. Therefore 

convection had relatively little effect on the global mean 
vertical distribution of natural 14C (Figure 3b). 

The temperature distribution was controlled by a 
more subtle balance between convection, advection, and 
explicit diffusion (Figure 3a). Vertical explicit diffusion 
must transport heat from surface to depth because the 
ocean's average temperature decreases with depth. In 
the deep ocean, the global downward transport of heat 
by diffusion was balanced primarily by upward heat 
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Figure 5. (a) History of atmospheric CO2 as revealed by ice core analysis and direct atmospheric 
measurements and of the CO2 partial pressure in surface water as simulated with the HILDA 
model. (b) History of bomb-produced •4C concentration as observed for southern hemisphere 
(dash-dotted), Equatorial (solid), and northern hemisphere (long-dashed) air and as simulated 
for the global surface ocean (dashed line [Toggweiler et al., 1989b]. Solid circles denote the years 
for which model output is available. 

fluxes due to advection, with a smaller contribution by 
convection. Advection was also important in the ther- 
mocline, but opposite in sign (downward). We found by 
analyzing regional heat fluxes that heat was advected 
into the upper thermocline by the wind-driven overturn- 
ing cells in mid and low latitudes, and advection in the 
high latitudes sent heat from the surface to the deeper 
layers. This large advective downward heat flux in the 

top 1000 m was mainly balanced by convective cooling 
in the high latitudes. 

Transport pathways for the four tracers considered 
here (temperature, anthropogenic C02, natural •4C, 
and bomb •4C) were remarkably different. Thus one 
cannot assume a priori that these tracers have identical 
sets of Kap, nor that their Kap are constant through 
time. The net global downward flux of a conservative 
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tracer at steady state is zero; thus, derived Kap must 
be zero as well. Therefore distributions of conserva- 

tive tracers, such as temperature and salt, are not ap- 
propriate tracers for deriving diffusion coefficients for 
nonconservative or transient tracers. Furthermore, the 
essential assumption of the eddy diffusion concept, that 
is, that a tracer's gradient drives its flux, did not hold 
for the global ocean temperature distribution. 

4.3. Magnitude and Structure of Global Kap 

Figure 6a shows Kap determined for the global ocean 
with 3-D model results from simulations of natural 14C, 
bomb 14C (in 1974), and anthropogenic CO2 (in 1986). 
Results for anthropogenic CO2 and bomb 14C are dis- 
played only in the upper layers because Kap are mean- 
ingless when calculated far below a tracer's penetration 
depth. Resulting Kap for all tracers ranged between 
4000 and 10,000 m • yr-1; however, vertical profiles dif- 
fered considerably. The highest values for natural 14C 
were in the top three layers, whereas Kap increased with 
depth for anthropogenic CO•. Our Kap were essentially 
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bracketed by the depth-constant diffusivities found by 
Oeschger et al. [1975] and Siegenthaler and Oeschger 
[1987], who fit their B-D model to the observed natu- 
ral 14C (K=4000m 2 yr -1) and bomb-!4C (K=7100 m 2 
yr -1) distributions. 

Though Kap profiles for anthropogenic CO2 changed 
little with time (Figure 7), those for bomb 14C changed 
substantially. Tritium, another bomb tracer, also shows 
time variable Kap [Sarmiento, 1983]. Figure 8 shows the 
temporal change of Kap for bomb-14C, as separated into 
advective, diffusive, and convective components for the 
top four layers. In the top three layers, Kadv was small 
at the beginning of the simulation but increased with 
time, whereas the reverse was true for deeper layers. 
For explanation, we recall that the apparent diffusivity 
depends on the correlation between the vertical veloc- 
ity field and the tracer's concentration (equation(6)). 
When the run is initialized, Kadv was small because 
input of bomb 14C was only slightly correlated with 
the vertical velocity field. The circulation tended to 
increase the correlation with time (and thus Kadv) by 
concentrating the bomb 14C in downwelling areas. In 
deeper layers, the 14C concentration and velocity fields 
were more strongly correlated from the beginning be- 
cause most bomb 14C is transported there by advec- 
tion. Subsequent mixing by explicit diffusion smoothed 
the tracer field, and thus Kadv fell off. 

Besides this temporal change in correlation between 
the vertical velocity and tracer fields, the vertical gra- 
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Figure 6. Apparent diffusivity coefficients versus 
depth as calculated from the results of the 3-D GFDL 
model simulations for anthropogenic CO• (dashed), 
natural 14C (solid), bomb-produced 14C (dash-dotted, 
1974) and temperature (dotted). Results are given for 
(a) the global ocean, (b) the mid and low-latitude ocean 
(31øS and 27øN), and (c) the Southern Ocean (90øS - 
31øS). Temperature-derived values are shown only for 
mid and low latitudes (i.e., apparent diffusivities for 
temperature vanish when calculated over the global 
ocean; they are negative for the Southern Ocean). 
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Figure 7. Apparent diffusivity coefficients versus time as calculated from results of 3-D GFDL 
simulations for anthropogenic C02. Transport processes are denoted in the same manner as in 
Figure 3. 

dient decreased after 1964 across the top two levels and 
after 1970 in the third level; conversely, the gradient 
increased in deeper layers throughout the whole period. 
Thus the evolution in the gradient supported the in- 
crease with time of Kadv in the top layers and its de- 
crease below. 

As for the convective component Kconv, original val- 
ues were high but leveled off in all but the surface layer, 
where they remained more or less constant until their 
notable decline after 1980. When convective transport 
was most noticeable, at the beginning of the simulation, 
globally averaged gradients were small. During that 
time, Kconv had to be large. Values of Kconv dropped 
off as the vertical •4C gradient increased. 

The total Kap increased with time in the top two 
layers, but decreased with time below. In short, the 
assumption that diffusivities are time independent was 
not valid for bomb •4C. Despite such large temporal 
changes, however, we show below that assuming time- 
independent K for box models has little impact when 
simulating global ocean uptake of anthropogenic C02, 
nor even upon global uptake of bomb •4C. 

4.4. Box-Model Simulations With K•p From 
the 3-D Model 

We have run B-D model simulations with the differ- 

ent sets of Kap from the 3-D model. Simulations were 
forced with atmospheric histories of bomb •4C and an- 
thropogenic C02, just as in the 3-D model. The oceanic 
uptake of these two transient tracers was not identical 
because the main process limiting uptake is different 

in each case: uptake of anthropogenic C02 is limited 
mainly by rates of surface-to-deep mixing, while bomb 
•4C uptake (up through the period of GEOSECS) is lim- 
ited primarily by •4C's long air-sea equilibration time. 
Table I presents the bomb-•4C penetration depth (in- 
ventory/surface concentration [Broecker et al., 1985], 
which is largely independent of the gas exchange rate. 
Thus the bomb-•4C penetration depth provides a bet- 
ter means to characterize surface-to-deep mixing in the 
ocean and serves as a better analog for oceanic uptake 
of anthropogenic C02. 

We first investigated the sensitivity of transient tracer 
uptake to the magnitude of depth-independent diffusiv- 
ities (Table 1, section A). A 33% decrease in K (from 
6000 to 4000 m 2 yr -•) resulted in a 16% drop in oceanic 
uptake of anthropogenic C02 and a 17% decline in the 
bomb-•4C penetration depth. A 33% increase (from 
6000 to 8000 m 2 yr -•) raised C02 uptake and bomb- 
14C penetration depth by 13 and 14%, respectively. For 
the same 33% increase, however, the inventory of bomb 
14C rose by only 4%. As a general rule then, a rela- 
tive increase in the B-D model's diffusivity (in this case 
constant with depth) resulted in less than half as much 
proportional rise in the penetration of bomb •4C and 
anthropogenic C02. 

Next, we explored the role of diffusivity variations 
with time and depth (Table 1, section B). Six different 
versions (B1-B6) of the global B-D model were used, 
each employing a separate, time invariant set of Kap 
derived from 3-D model output. Specifically, the B-D 
runs used Kap from 3-D output for natural •4C (B1), 
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Figure 8, Apparent diffusivity coefficients versus time as calculated from results of 3-D GFDL 
simulations for bomb •4C showing transport by (a) advection and (b) convection. The explicit 
vertical tracer diffusivity prescribed in the GCM is around 1000 m 2 yr -•. Results are given for 
the upper four model layers. 

bomb 14C in 1970 (B2), 1974 (B3), and 1990 (B4), an- 
thropogenic C02 (B5), and a combination of values de- 
rived from bomb 14C (in 1970) plus natural 1•C (B6). 
Only in the top few layers was it possible to deter- 
mine Kan from the 3-D mode]'s anthropogenic CO• and 
bomb-•4C distributions with adequate numerical preci- 
sion (Kdia within 2% of the 3-D model's explicit diffu- 
sivity). Thus we extrapolated deep ocean values of Kap 

for B-D versions B2-B5 (see Table 2). As expected, 
the way in which Kap are specified in deeper layers 
of the B-D model changed little the model results for 
the bomb-•4C uptake through the time of GEOSECS 
(1974); however, it did alter estimates of anthropogenic 
CO• uptake. Bomb-•4C observations are not sufficient 
in themselves to fully constrain downward mixing of an- 
thropogenic CO• because the former has had less time 
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Table 1. Oceanic Uptake of Anthropogenic CO2 and Bomb 14C Predicted by the 3-D GFDL Model and the B-D 
Model 

Uptake of Anthropogenic CO2 

1980, 1770-1980, 

Gt C yr -• Gt C 

Penetration Depth of 

Bomb Radiocarbon, m 

1974 1990 

A1 K-4000 m2 yr- • 
A2 K-6000 m • yr- • 
A3 K-8000 m 2 yr -• 

B1 K(natural 14C) 
B2 K(bomb •4C, 1970) 
B3 K(bomb •4C, 1974) 
B4 K(bomb •4C, 1990) 
B5 K(anthropogenic CO2) 
B6 K(bomb and natural •4C) 

C1 Sarmiento et al. [1992] 
C2 Toggweiler et al. [1989b] 

A: Box-Diffusion Model a 

1.51 85 254 458 
1.80 101 306 551 

2.03 115 350 623 

B: Box-Diffusion Model b 

1.86 103 327 560 
1.84 104 291 565 
1.84 104 293 545 

1.86 101 331 527 
1.82 104 289 538 

1.69 95 284 517 

C: 3-D Model c 

1.65 92 - - 

- - 292 523 

Several versions of the B-D model are used, each having a different set of eddy diffusivity coefficients; see Table 2 for the 
explicit profiles used in versions B1-B6. The model's bomb-•4C penetration depth is calculated by dividing area-averaged 
bomb-14C inventory (unit: 14C-atoms m -2) by bomb-•4C surface concentration (unit: 14C-atoms m -s) for both I January 
1974 and mid-1990. The penetration depth characterizes oceanic mixing and is independent of gas exchange and the 
model's ocean surface area. GFDL, Geophysical Fluid Dynamics Laboratory; B-D, box-diffusion. 

aDiffusivity K constant with depth. 
bDiffusivities obtained by analyzing the 3-D model's tracer distribution for the global ocean (90øS-90øN). 
CGlobal ocean, 90øS-90øN. 

to invade deeper layers. Thus, ocean models are better 
calibrated when both natural and bomb •4C are used 

simultaneously, that is, when mixing rates are derived 
from bomb •4C in the upper ocean and natural •4C at 
depth [Siegenthaler and Joos, 1992]. We followed an 
analogous approach for model version B6: we used the 
Kap from the 3-D simulation for bomb •4C (in 1970) 
for the top three layers, whereas for deeper layers, we 
used those from the simulation for natural •4C. Table 1 
also includes results from the 3-D model itself. 

For the bomb-•4C penetration depth (evaluated in 
1974), we found values between 284 and 293 m for the 
3-D model itself and for four versions of the B-D model 

employing Kap derived from output of 3-D model: B2, 
B3, B5, and B6. Penetration depths were about 10% 
deeper for the other two versions of the B-D model, 
that is, those for which Kap were derived from 3-D sim- 
ulations for natural •4C (B1) and bomb •4C at 1990 
(B4). Table I also presents results for the penetration 
depth evaluated in 1990: relative differences are even 
less (within 8%) than are those evaluated in 1974. Con- 
cerning oceanic CO2 uptake (in 1980), all six versions 
of the B-D model agreed to within 13% with the 3-D 
model. The closest agreement with the 3-D model's 

CO2 uptake (within 2%) was exhibited by version B6 
(Kap derived from both natural and bomb •4C). All ver- 
sions of the B-D model overestimated CO2 uptake when 
compared with the 3-D model. Part of the reason is the 
B-D model's horizontal area that remains constant with 

depth (3.62 x 10 TM m2), whereas the 3-D's horizontal 
extension decreases from 3.55 x 10 TM m 2 at surface to 
3.47 x 10 TM m 2 at 595 m, that is, about the penetra- 
tion depth of anthropogenic CO2 in 1990. Applying a 
rough geometry correction of 3% ((3.62-3.51)/3.62) re- 
duces the differences between B-D and 3-D model to be 

equal or less than 10% . A more substantial difference 
for model versions B2-B5 is related to the extrapola- 
tion of shallow diffusivities to depth, which made deep 
diffusivities too high, as discussed below. 

Figure 9 shows the globally averaged vertical profiles 
of natural •4C, bomb •4C, and anthropogenic CO•, as 
obtained from the 3-D model and the different versions 

of the B-D model. In the upper layers, profiles agreed 
well for the two transient tracers (Figures 9b and 9c), 
although differences were not negligible between results 
of the 3-D model and B-D model version B1 (Kap de- 
rived from natural •4C). For deeper layers in B-D ver- 
sions B2-B5, extrapolated diffusivities were too high, 
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Table 2. Apparent Diffusivity Coefficients as Calculated From the Distributions of Natural and Bomb 14C, and 
Anthropogenic CO2 in the GFDL/Princeton 3-D Ocean Model 

Apparent Diffusivities, Kap 

Depth 
Natural Bomb •4C Bomb •4C Bomb •aC Anthropo- Bomb and 

•4C 1970 1974 1990 genic CO2 Natural 14C 
(B1) (B2) (B3) (B4) (B5) (B6) 

51 7997 5463 6308 19591 4404 5463 
119 10006 6244 7179 11581 6659 6244 
220 6328 4846 4319 4569 6130 4846 
371 5123 8464 5819 3696 6751 5123 
595 4782 8464 10017 5097 7580 4782 
914 4496 8464 10017 5097 8736 4496 

1347 4778 8464 10017 5097 8736 4778 

1898 4625 8464 10017 5097 8736 4625 
2559 4625 8464 10017 5097 8736 4625 
3311 4625 8464 10017 5097 8736 4625 

3800 4625 8464 10017 5097 8736 4625 

Coefficients are given for the global ocean and are as used in versions B1-B6 of the B-D model (see text). Eddy 
diffusivities are in units of square meters per year; the depth at the bottom of each vertical layer in the 3-D and the B-D 
model is given in meters. Total depth of the B-D model is 3800 m. Eddy diffusivities in deep layers cannot be calculated 
from the 3-D tracer distributions, as gradients tends toward zero. These values are set to be equal to the value at the 
deepest layer for which calculation of diffusivity was numerically feasible. 

when compared to the values found by analyzing the 
3-D model's natural •4C distribution (Table 1). Thus, 
relative to the 3-D model, too much •4C (i.e., an ex- 
cess of as much as 60ø/ø0) was produced in the deep 
ocean for these B-D model versions. The excess was 

much less (10-25%o) when Kap were derived from 3-D 
simulations for natural •4C. Considering though, that 

the 3-D model resolves ocean topography, and that the 
maximum depth of the two models is different (5000 m 
versus 3800 m), one cannot expect very close agreement. 

Overall, we found a reasonable accord between 3- 
D model results and the different versions of the B- 

D model. The excessive (10%) CO2 uptake found for 
versions B2-B5 was due to diffusivities that were too 
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Figure 9. Tracer concentrations versus depth as simulated for the GFDL 3-D model (solid) 
and different versions of a B-D model. Results are shown for B-D model versions B1 natural, 
steady state •4C(dashed, squares), B3 bomb-produced •4C (1974) (dash-dotted, triangles), B5 
anthropogenic CO• (1990) (long-dashed, diamonds), and B6 bomb •4C (at the surface) and 
natural •4C (at depth, dotted, circles). 
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0.7 

large. Again, these values were extrapolated from shal- 
lower levels to the deep ocean, where it was not possi- 
ble to use Kap from 3-D model results. The best agree- 
ment (within 3%) with the 3-D model's CO2 uptake and 
bomb-14C penetration depth was found for box-model 
version B6 (for which Kap are derived from bomb and 
natural 14C). We conclude that the uncertainty in global 
oceanic CO2 uptake estimates due to the diffusion pa- 
rameterization was within 10% for our B-D model tuned 
with •4C. 

Table 1 also reveals that the uptake of anthropogenic 
CO• and the bomb-14C penetration depth were not cor- 
related for the six B-D model versions B1-B6 and the 

3-D model. Thus we found that normalizing a model's 
anthropogenic CO2 uptake by its simulated bomb-14C 

penetration depth [Siegenthaler and Sarmiento, 1993] 
requires closer inspection. 

4.5. Pulse Experiments 

Because the oceanic uptake of anthropogenic carbon 
is to the first order a linear process, its dynamics can be 
approximately characterized by its pulse response func- 
tion. Normalized atmospheric pulse response functions 
are usually obtained by monitoring the decrease of an 
atmospheric CO2 perturbation due to an instantaneous 
carbon input at time zero [Maier-Reimer and Hassek 
mann, 1987]. We have run analogous pulse experiments 
(pulse size and background CO2 level are 280 ppm) for 
the 3-D model and B-D model versions B1, B3, B5, and 
B6 (Figure 10), as a means to further study the perfor- 
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Figure 10. Response of the atmospheric CO2 concentration to a pulse input at time t--O, 
corresponding to 100% increase of the preindustrial CO2 concentration (280 ppm). Results are 
shown for the GFDL 3-D model and for the B-D model simulations that employ Kap derived from 
3-D results: B1 natural •4C, B3 bomb-produced •4C, B5 anthropogenic CO2, and B6 bomb •4C 
results (at the surface) and natural •4C (at depth). The initial value of the pulse is representated 
here as being normalized to 1. Line signatures are as in Figure 9. 
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mance of the different models over different timescales. 

For short timescales ((20 years), the pulse response 
function for the 3-D GCM agreed well with those from 
B-D model simulations driven by Kap from 3-D runs for 
both anthropogenic CO2 (BS) and bomb 14C (B3). On 
the other hand, too much CO2 was taken up by the B-D 
model simulation that employed Kap from the 3-D run 
for natural 14C (B 1). The discrepancy results from Kap 
in the surface layer being much larger for the 3-D sim- 
ulation for natural 14C relative to those from 3-D runs 

for CO2 (Figure 6). For longer time scales (>70 years), 
too much CO• was taken up by B-D model simulations 
whose Kap were derived from 3-D simulations for CO2 
and bomb 14C. Recall, however, that Kap from 3-D sim- 
ulations for CO• and bomb 14 C could only be computed 
for the upper layers. The arbitrarily specified values for 
the deeper layers were clearly too large. In contrast, 
results from the B-D model simulation with Kap from 
the 3-D run for natural 14C agreed well with the 3-D 
model's long-term (>400 years) CO• uptake. Combin- 
ing Kap from bomb •4C and natural •4C(B6) yielded 
good agreement on both short and on long timescales. 

4.6. Regional K.p 

Next, we analyzed how apparent diffusivities var- 
ied regionally. It is of interest to compare our Kap 
with those used in another box model, the high-latitude 
exchange/interior diffusion-advection (HILDA) model. 
The HILDA model [Shaffer and $armiento, 1995] in- 
cludes two well-mixed surface boxes, in low (50øS to 
60øN) and high latitudes, a well-mixed high-latitude 
deep-water box, and a diffusive-interior deep-water box. 
$iegenthaler and Joos [1992] determined HILDA's trans- 
port parameters in order to reproduce the oceanic dis- 
tributions of both natural and bomb 14C, simultane- 
ously. To match measurements, mid and low-latitude 
diffusivities in HILDA must decrease (from 7526 m 2 
yr -• at the base of the mixed layer to 465 m • yr -! 
at depth). For the high latitudes, it is unfortunate that 
one cannot employ the southern boundary of HILDA's 
low- and midlatitude region for analysis of 3-D model 
results; in the 3-D model, this southern boundary bi- 
sects the large overturning cell in the Southern Ocean. 
Because Kadv represents transport by the ocean•s large 
overturning cells (equation (6), section 3.2), it should 
be evaluated only in regions that contain such cells in 
their entirety. 

For a qualitative comparison, we calculated Kap for 
the region between 31øS-27øN in the 3-D model. The 
3-D diffusivities decrease rapidly with depth (as they 
do in HILDA): from 3200 m 2 yr -1 to 710 m • yr -• for 
Kap derived from anthropogenic CO•, from 9900 to 520 
m • yr -• for those derived from bomb 14C, and from 
7700 to 940 m 2 yr -1 for those derived from natural 14C 
(Figure 6b). Values below about 800 m are close to 
the explicit diffusivity used in the 3-D model, so that 
advection transported little tracer to depth. 

Because the equilibration time of surface water with 
the atmosphere is about 10 times more rapid for CO2 
than for 14C/12C, CO2 surface concentrations are rela- 
tively smoother. This resulted in a poorer correlation 
between the velocity field and the surface concentration 
for anthropogenic CO• as compared to bomb 14C. Thus 
bomb 14C•$ more pronounced minimum in the upwelling 
equatorial region and its maxima in the midgyre regions 
(Figure 2) produced larger Kap than those from CO2. 

Despite this difference between individual profiles, it 
seems remarkable that apparent diffusivities decrease 
with depth. Following the argument used to explain 
the temporal evolution of Kadv derived from bomb 14C, 
one would on the contrary expect relatively small val- 
ues at the surface and large values at depth. That is, 
at the surface, tracer input by air-sea exchange tends 
to smooth concentration differences between upwelling 
and downwelling regions, thereby removing the correla- 
tion between velocity field and concentration field (the 
numerator in equation (6)). Below the surface, this cor- 
relation increased, as high concentrations are found in 
downwelling regions. However, advective overturning 
was reduced at depth (Figure 1). The large Kap near 
the surface represent the increased importance of wind- 
and thermohaline-driven vertical mixing and exchange 
by advection. In contrast, for temperature, Kap in the 
top 2000 m remain at around 1000 m • yr -•, which is 
the explicit eddy diffusion used in the 3-D model. 

Apparent diffusivities for CO• and 14C were large for 
the latitudinal band 90øS-31øS (Figure 6c) because of 
rapid mixing. For this convective region, however, ap- 
parent diffusivities for temperature are negative. Thus 
heat is transported on average from cool to warm re- 
gions (i.e., the temperature flux goes against the mean 
temperature gradient), which violates the basic assump- 
tion behind the principal of eddy diffusion. In the 
Southern Ocean, the eddy diffusion approach fails for 
temperature because of local formation of cold and 
dense water. This process is responsible for the ex- 
change of relatively warm water at depth with cool 
water originating from the surface. It occurs locally• 
regardless of the average surface-to-deep temperature 
gradient in the Southern Ocean. 

5. Discussion 

Apparent diffusivities derived from the 3-D GFDL 
model generally agree with those found for B-D models 
calibrated with 14C [$iegenthaler and Oeschger, 1987; 
$iegenthaler and Joos, 1992]. Furthermore, they also 
generally agree in magnitude with those found in earlier 
modeling efforts [e.g., Munk, 1966]. 

The magnitude of the diffusivity depends on the pro- 
cesses parameterized and on the length scale considered. 
For instance, microstructure measurements of tempera- 
ture, density, and velocity typically yield vertical diffu- 
sivities 10-100 times smaller [e.g., Garrett, 1979]. Cor- 
roborating these lower values is the more recent work 
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by Ledwell et al. [1993], who were able to estimate an 
annual-average diapycnal diffusivity of 470 m 2 yr-lby 
releasing an inert tracer SF6 into the thermocline and 
then following it with time. 

The Kap in the 3-D model decrease with depth in the 
mid and low latitudes because mixing is more vigorous 
near the surface. This structure agrees with that found 
by calibrating the HILDA model with xac [Siegenthaler 
and Joos, 1992]. However, these model results seem to 
contradict both theoretical considerations that describe 

mixing as being inversely related to water column stabil- 
ity [e.g., Welander, 1968] and measurements of of 222Rn 
and 22SRa near the ocean bottom [Sarmiento et al., 
1976]. From the latter study's relationship between dif- 
fusivity and the buoyancy gradient, diffusivities should 
increase with depth, from lows of roughly 100 m 2 yr -1 
at 100m to highs of order 10,000 m 2 yr -1 in the deep 
oceanø 

What could explain these large discrepancies? It 
seems but a question of scale. Diffusivities in box mod- 
els represent transport not only by local mixing, but 
also that due to advection (from large-scale overturning 
cells) and convection. Furthermore, box models con- 
sider vertical transport along isopycnals (which is thou- 
sands of times more important than is diapycnal mixing 
[Ledwell et al., 1993]) to be a component of the vertical 
eddy diffusivity. The decrease of box-model eddy diffu- 
sivities with depth reflects in part the flattening out of 
isopycnals as one moves away from the surface. 

Regarding box-model validation, we found that ap- 
parent diffusion coefficients derived from bomb and nat- 
ural 14C gave reliable results (to within 10%) for B-D 
model estimates of the global CO2 uptake. Further- 
more, the agreement between the different versions of 
the B-D model has confirmed earlier work by Siegen- 
thaler and Joos [1992] showing that simultaneous use 
of bomb and natural 14C offers a good means, cur- 
rently the best, to calibrate box models designed to es- 
timate global ocean uptake of anthropogenic CO2. The 
same utility does not hold for other tracers which have 
substantially different temporal histories, sources, and 
sinks. We have shown temperature not to be a suitable 
tracer to determine transport coefficients for parame- 
terized carbon-cycle models because the processes gov- 
erning the global temperature distribution are markedly 
different from those governing the downward transport 
of carbon and 14C. Similarly, any tracer strongly related 
to the temperature distribution cannot a priori be prop- 
erly represented by B-D models tuned with 14C. How- 
ever, one must distinguish between the ocean's steady 
state temperature distribution and the penetration of 
a temperature perturbation into the ocean, that is, as 
results from climate change. Bryan et al. [1983] found 
that the penetration of a small positive temperature 
anomaly (+0.5øC) in the GFDL 3-D model is analogous 
to the penetration of a passive tracer like anthropogenic 
CO2. 

Apparent diffusivities derived for bomb 14C varied 
with time. Yet approximating them as constant, that 
is, by calibrating box models with observations of bomb 
x4C• appeared to present no serious problem. Still, 
though, when simulating bomb 14C uptake with a box 
model, one approaches the limits of the eddy diffu- 
sion parameterization because timescales governing the 
bomb_14 C history are short. 

As concerns 3-D modeling efforts, this study sug- 
gests that tracers exhibiting rapid increases in the at- 
mosphere and a fast air-sea equilibration (e.g., the chlo- 
rofiuorocarbons (CFCs) or SF6) are better than 14C to 
test the convective scheme of 3-D models. This con- 

clusion is supported by the large contribution by con- 
vection, in the GFDL model, to the global downward 
transport of anthropogenic CO2 (40%) and of bomb 14C 
until 1964. On the other hand, the importance of con- 
vection for the downward transport of bomb 14C de- 
creased rapidly in the GFDL model after the peak in 
atmospheric 14C, and it was always small for the down- 
ward transport of natural 14C. However, convection still 
has an impact on modeled radiocarbon concentrations. 

The close agreement between these B-D and 3-D 
model simulations for both anthropogenic CO2 and 
bomb 14C suggests that B-D models and their inherent 
eddy diffusion approach are appropriate to study the 
global oceanic uptake of anthropogenic CO2. Disagree- 
ment (10%) between the different versions of the B-D 
model is of equal order to uncertainties associated with 
present-day estimates for ocean inventories of bomb 14 C 
and anthropogenic CO2 [Schimel et al., 1995]. Nonlin- 
earities associated with locally different gas exchange 
rates, carbon chemistry, and ocean circulation (all in- 
cluded in the 3-D model but not in the B-D model) 
appear to make little difference in the global uptake. 

Appendix' Calculation of Apparent 
Diffusivities 

In the GFDL 3-D model• grid boxes defining the 
model's geometry are labeled with three indices i, j, k, 
thereby determining position in x,y,z space [Bryan, 
1969]. With the index k- 1/2 to label quantities de- 
fined at the top side of each grid box, one can write the 
flux per unit area leaving grid box (i, j, k) in the upward 
direction as 

f i,j,k-1/2 -- Wi,j,k_l/2Ci,j,k_l/2 

Ci,j,k-1 -- Ci,j,k 

-A•;•_x/2 AZk_l/2 
= Adv + fdiff + fconv, 

+ convection 

(A1) 

and the corresponding total mass flux as 

Fi,j,k- 1/2 -- ai,j,k- 1/2 fi,j,k- 1/2 , (A2) 
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where lady, fdiff, and fconv denote the advective, diffu- 
sive, and convective component of the total tracer flux 
(indices omitted for simplicity), ai,j,k-1/•. is the area 
of the top side, and wi,j,k-1/•. is the upward velocity 
averaged over this top side (as computed in the 3-D 
GCM by solving its primitive equations). As for tracer 
concentration, ci,j,• represents the volume average for 
grid box (i,j,k) and ½i,j,k-1/2 that which is advected 
(i.e., the mean of ci,j,• and ½i,j,k-1). In the diffusion 
term, the fraction is the gradient of the averaged tracer 
concentration in vertical direction, as represented by 
the model's centered differencing scheme. The symbol 
Az•_l/•. signifies the distance between the midpoints of 
layers k and k- 1. The 3-D model's diffusion matrix is 
diagonal with respect to the model coordinate system, 
and for each vertical level, explicit diffusion coefficients 
(denoted by Bryan and coworkers as Av) are taken as 
constants. 

In the nonseasonal 3-D model of Toggweiler et al. 
[1989a], after a 2009-year integration, temporal fluctua- 
tions of the transport field are small; in the off-line ver- 
sion [Najjar, 1990; Sarmiento et al., 1992], there are no 
fluctuations, by definition. Therefore we neglected the 
contribution of transient eddies to the extent that they 
are not taken into account by the 3-D model's explicit 
diffusion, and we calculated Kap at discrete times for 
which 3-D model results are available. Concentration, 
flux, and velocity fields were horizontally averaged, and 
the vertical Kap at depth Z•_l/•. was calculated as 

Zap(Zk-1/2) 
(Wi,j,k- 1/2 ) (½i,j,k- 1/2 ) 

(c•,•,•_•)-(c•,•,•) ' (A3) 

which can be split into the sum of three components de- 
fined by the 3-D model's advective, diffusive, and con- 
vective tracer fluxes ø 

Zadv(Zk-1/2) 

Zdiff( Zk-1/2 ) 

Kconv(Zk-1/2) 

(Wi,j,k-1/2)' (½i,j,k-1/2) 

Az•_•/•. 

(fadv) 

-- (fdiff) 

-- (fconv) 

Azs,_ • /• 

(A4) 

(AS) 

(A6) 

Again, angle brackets define the horizontal average. 
Kdiff equals the 3-D model's explicit diffusivity Av, to 
within the numerical limits of the averaging procedure. 
For the global ocean, the mean vertical water velocity 
<Wi,j,k_l/2) is zero. 
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