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Received 26 June 1996 { Accepted 6 November 1996 { Communicated by Bernd RauchallesAbstract. The development of models to simulate theredistribution of anthropogenic carbon and the climateresponse to greenhouse gas forcing requires a substantiale�ort. The behavior of such models can be characterizedby pulse response functions which allows one to buildsimple substitute models. We have used mixed-layerpulse response functions to describe the surface-to-deepmixing of tracers in the ocean and biospheric decay re-sponse functions to describe carbon turnover in the landbiota. We build a simple carbon cycle-climate model us-ing response functions. For the Princeton-GFDL oceanmodel, we �nd that the agreement between the completemodel and its pulse substitute model is better than 4%for the cumulative uptake of anthropogenic carbon ap-plying the IPCC stabilization scenarios S450 and S750.We have simulated the transient temperature responseto an increasing CO2 concentration (1% yr�1) prescrib-ing climate sensitivities of 2.1 and 4.6 K for a CO2 dou-bling in the substitute model. We �nd a global surfacetemperature warming of 1.6 and 2.4 K after 80 years ingood agreement with the corresponding results (1.5 to2.7 K) of 9 atmosphere-ocean general circulation models(Houghton et al., 1996). The pulse model is e�cient; a1000 year simulation of the pulse substitute model re-quires 25 seconds of CPU time on a workstation.1 IntroductionIn climate science interdisciplinary co-operation is nec-essary to assess the global warming problem and poten-tial impacts on the socio-economic system. However,quantitative information transfer between di�erent dis-ciplines is often hampered by the complexities of toolsand models used by specialists. For example, the cal-culations of atmospheric CO2 concentration from pre-scribed emission, or vice versa, requires a substantialCorrespondence to: F. Joos

e�ort of model-building and computer programming,even for models of simple structure. A typical exam-ple of inadequate interdisciplinary collaboration foundin literature is then the coupling of a complex economicmodel to a very poor representation of the carbon cycleto estimate the abatement and mitigation cost of cli-mate change. Such di�culties may be overcome if theinformation contained in complex models is extracted inform of their pulse response function (Green's function)(e.g., Hasselmann et al., 1996; Joos et al., 1996; Siegen-thaler and Oeschger, 1978). The pulse response functioncan then be used to build a simple cost-e�cient, but stillaccurate substitute model.The theoretical justi�cation for the use of pulse responsefunctions is that the dynamics of a linear system is fullycharacterized by its pulse response function. Many com-plex models behave in a (approximately) linear way.Even non-linear systems may be approximated by pulseresponse functions as long as perturbations are relativelysmall. On the other hand, the application of pulse re-sponse functions is limited to the quasi linear range ofa complex model.In this paper, we will outline the general idea of pulseresponse function models. First, we will introduce theconcept and limitations of pulse response functions byapplying atmospheric response functions to calculate theredistribution of carbon in the climate system and dis-cuss its limitations. Then, we will address the use of'mixed-layer pulse response functions' as a new tool tosubstitute simple box-type models as well as complexOcean General Circulation Models (OGCM). Next, abiospheric decay response function is introduced to de-scribe enhancement of terrestrial carbon storage by el-evated CO2 levels. Finally, we will use pulse responsefunctions to build a simple climate model. Technicaldetails and a more comprehensive description of the ap-plications of mixed-layer and biospheric decay responsefunctions in carbon cycle modeling are given elsewhere(Joos et al., 1996). Joos et al. (1996) provide analyti-



Journal: Physics and Chemistry of the EarthMS No.: OA13.02-053First author: Joos 2cal expressions of the pulse response functions for fourdi�erent ocean models and a biosphere model, as wellas a parameterization of the carbonate chemistry whichallows one to build a pulse substitute model.2 The redistribution of anthropogenic carbonin the climate system2.1 Atmospheric pulse response function modelCarbon cycle models are used for understanding the fateof anthropogenic CO2, in particular to calculate carbonuptake by the ocean and the land biota. The questionof primary interest is usually how much of the emittedcarbon will remain airborne. The development of theatmospheric concentration can then be approximatedby the convolution integral of the emission history withthe atmospheric pulse response function (Siegenthalerand Oeschger, 1978). Normalized atmospheric pulse re-sponse functions, ra, are usually obtained by monitoringthe decrease of an atmospheric CO2 perturbation due toan initial carbon input at time 0 using a complex carboncycle model. The value of the pulse response function atany particular time is the fraction of the initially addedcarbon which is still found in the atmosphere. Depend-ing on whether the pulse function was derived from anocean-atmosphere or from a coupled ocean-atmosphere-biosphere model the removed fraction corresponds tothe ocean uptake or to the carbon uptake by the oceanplus the biosphere. The atmospheric CO2 concentrationca(t) can be represented as the sum of earlier emissions,e, at times t0 multiplied by the fraction still remainingairborne after time t� t0.ca(t) = Z tt0 e(t0) � ra(t� t0) � dt0 + ca(t0) (1)ca(t0) is the atmospheric CO2 concentration at a timewhen the system was in equilibrium. In practice, theintegral is approximated by a simple sum, e.g. using atime step of 1 year.This is a conventional and widely used approach to cal-culate the development of atmospheric CO2 concentra-tion and the global oceanic carbon uptake for a givenscenario. Unfortunately, the non-linearity of the car-bonate chemistry in the ocean limits the accuracy of thisprocedure signi�cantly for CO2 concentration exceedingthe pre-industrial level substantially (e.g. by more than50% ). Another drawback of the atmospheric pulse re-sponse model is that atmospheric pulse response func-tions are in general di�erent for di�erent tracers. Thus,one can for example not use the same response functionto calculate the oceanic uptake of carbon, CFCs or heat.
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Figure 1. Mixed-layer pulse response function as determinedfor the Princeton-GFDL OGCM. The response was calculated byprescribing atmospheric CO2 and the net air-sea 
ux as obtainedfrom an atmospheric pulse experiment and then deconvolving Eq.2 to 4. The value of the response function corresponds to thefraction which still remains in the surface layer after a pulse inputat time t=0. 90 % of the amount added to the surface layer isremoved within 10 years by mixing to deeper layers. The pulse re-sponse function approaches then on the time scales of deep oceanmixing (centuries) its asymptotic value. The latter is the ratio be-tween surface layer depth to average ocean depth and correspondsto a well mixed ocean.2.2 Mixed-layer pulse response function modelThe problems associated with atmospheric response func-tions used to substitute ocean models resides in theair-sea coupling. For example, the non-linearity of theatmosphere-ocean CO2 system lies in the transition fromCO2 to HCO�3 and CO��3 that occurs when CO2 dis-solves in seawater. On the other hand, the transport ofexcess CO2 and of other passive and conservative tracerswithin the ocean is described as a set of linear equationsand can therefore be exactly captured by pulse responsefunctions.We �rst consider the ocean uptake of carbon. The sur-face water concentration, cs, is a function of the inputhistory of carbon, i.e. the air-sea 
ux, fas of carbonper unit area, and the surface-to-deep mixing here rep-resented by a mixed-layer pulse response function, rs:cs(t) = 1h Z tt0 fas(t0) � rs(t� t0) � dt0 + cs(t0) (2)where h is the depth of the surface layer. At time t0the surface layer is in equilibrium with the deep ocean.Again, the integral can be approximated as a sum. Themixed-layer pulse response function describes the amountof tracer which is still found in the mixed-layer after timet� t0 has passed since a tracer input at time t0 (Fig. 1).It contains the information about the mixing scheme ofthe ocean model in a comprehensive form. Equation 2
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Figure 2. Oceanic carbon uptake for two di�erent scenarios assimulated with the Princeton-GFDL OGCM (solid) and by themixed-layer substitute model (dashed). Atmospheric CO2 is pre-scribed in order to stabilize concentration at 450 and 750 ppm(Schimel et al., 1994).is combined with equations describing air-sea exchange,an atmospheric budget equations and an equation de-scribing the carbonate chemistry. The air-sea exchangeis a function of gas transfer velocity, kg , and the dif-ference in the partial pressure, pCO2, between air andseawater: fas(t) = kg � [�pCO2;a � �pCO2;s] (3)where � represents the perturbation from the pre-industrialequilibrium. The change in atmospheric carbon inven-tory is given as the di�erence between emissions intothe atmosphere-ocean system, e, and the uptake by theocean: ddt�pCO2;a = e(t)� fas(t) � Aoc (4)where Aoc is the ocean surface area. Finally, the re-lationship between the change in surface water pCO2;sand the surface concentration of total carbon, cs, can bedescribed by a simple analytical expression (see Jooset al., 1996). Thus, we have a system of only 4 equa-tions describing the ocean uptake of carbon. For othertracers, Eq. 3 can be replaced by an appropriate air-seaexchange formulation. The response function describingsurface-to-deep mixing remains the same.Figure 2 compares the ocean uptake as calculated by thedescribed mixed-layer pulse model with that of the com-plete Princeton-GFDL OGCM (Sarmiento et al., 1995)for the IPCC stabilization pro�les S450 and S750 (Schimelet al., 1994). It is assumed in both models that the oceancirculation and the natural marine carbon cycle do notvary with time. The agreement between the OGCM

and its pulse substitute model is better than 4% forthe cumulative ocean uptake of anthropogenic carbonfor the 1765-2300 period. Also the temporal evolutionas calculated by the OGCM is well captured by thepulse model. Di�erences between the two models aremuch smaller than general uncertainties of oceanic car-bon uptake which are estimated to be of order 40% forthe last decade (Schimel et al., 1994). By contrast, wefound that the use of the atmospheric response functionmodel yields deviations up to 73% for the cumulativeCO2 uptake as compared to results obtained with thePrinceton-GFDL OGCM (Joos et al., 1996).2.3 Biospheric decay response function modelNonlinearities in carbon cycle models arise also fromthe description of the potential carbon storage on landdue to elevated CO2 and nitrogen supply. Net primaryproduction (npp) is usually described as a non-linearprocess. On the other hand, the decay of living and deadbiomass back to atmospheric CO2 is often described asa linear process. We can therefore represent biospheremodels by applying equations describing the decay oforganic matter and net primary production. The netcarbon storage, �fab, which is the di�erence betweenadditional photo-synthesis, �fnpp, and decay, �fdecay isthen described:�fab(t) =�fnpp(t)� �fdecay(t)=�fnpp(t)� Z tt0 �fnpp(t0) � rdecay(t� t0) � dt0 (5)The decay response function, rdecay , can be determinedby allocating a unit of carbon into the assimilation poolsof a biosphere model and then monitoring the back-
uxinto the atmosphere. It describes how long the addedcarbon remains in the biosphere.In the case of CO2 fertilization often simple logarithmicor Michaelis-Menton type relationship are used to de-scribe the relationship between npp enhancement andatmospheric CO2 (e.g., Friedlingstein et al., 1995; Kinget al., 1995). For example:�fnpp(t) = npp(t0) � � � ln �CO2;a(t)278ppm � (6)where npp(t0) is the pre-industrial net primary produc-tion, � a coupling factor (typically �=0.3) and 278 ppmthe pre-industrial CO2 concentration.Figure 3 shows the biospheric decay response function asdetermined for a four box biosphere where each reser-voir has a distinct overturning time (2.2, 2.9, 20, and100 years) (Siegenthaler and Oeschger, 1987). The re-turn 
ux of carbon into the atmosphere after a pulseinjection into the assimilation pools increases after the
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Figure 3. Decay response function for a 4-box biosphere (Siegen-thaler and Oeschger, 1987). The response represents the return
ux of carbon into the atmosphere after an initial pulse of carbonassimilation at time t=0. The maximum return 
ux is 2.7 yearsafter the initial pulse input. It takes several hundred years, i.e.the overturning time scale of the slowly decaying soil pool, untilall the carbon is returned to the atmosphere and equilibrium isreached.time of injection (t=0) to reach its maximum about 2.7years later. The return 
ux then disappears after severalhundred years. The area under the curve corresponds tothe fraction that leaves the biosphere during a certaintime interval.In summary, one can represent a complex, state of theart carbon cycle model to run scenario calculations link-ing atmospheric CO2 concentration and anthropogenicemissions by using only 6 equations. The information ofthe complex model is transfered to the substitute modelby the mixed-layer pulse response function and the bio-sphere decay response function. Non-linearities in thecarbonate chemistry and in npp formulations are de-scribed by separate equations.3 Global temperature change due to greenhousegas forcingThe world ocean has a considerable heat capacity. Thisthermal inertia leads to signi�cant deviations betweenthe transient response of the climate system to a radia-tive perturbation as compared to an atmosphere in ra-diative equilibrium at each time. To assess the impact ofgreenhouse gases and other forcing agents the use of cou-pled atmosphere - ocean models is therefore necessary.A task which requires a substantial amount of comput-ing power. For scenario calculations linking radiativeforcing and the change of global surface temperature,the transient response of a coupled atmosphere-oceanmodel can be represented by prescribing its equilibriumsensitivity to a perturbation in the radiation budget andby calculating the oceanic heat uptake using mixed-layer

response functions described in Sec. 2.2. This approachis valid as long as temperature perturbations are notlarge enough to substantially change the ocean circula-tion and thus the surface-to-deep mixing as character-ized by the mixed-layer pulse response function. In otherword, the approach can be used as long as the climatesystem behaves in an approximately linear way. Sub-stantial re-organization of the ocean circulation may oc-cur when approaching an anthropogenic radiative forc-ing which corresponds to a doubling of pre-industrialCO2 concentration (Manabe and Stou�er, 1993).We have coupled the climate module described by Siegen-thaler and Oeschger (1984) to the mixed layer pulse re-sponse function model. In this climate module the equi-librium temperature perturbation, �Teq , is prescribedaccording to the results of atmosphere climate models.Typically, the equilibrium sensitivity is in the range of1.5 to 4.5 K change in global surface temperature fora radiative forcing corresponding to a doubling of pre-industrial CO2 concentration. Following Shine et al.(1990), the change in radiative forcing due to an in-crease in atmospheric CO2 is described by a logarith-mic relationship and a coupling factor of 6.3 W m�2is used. Thus, radiative forcing as used here is the in-crease in the net radiation 
ux at the tropopause afterallowing the stratosphere to come into a new equilib-rium while keeping the surface-troposhere temperaturesunperturbed. The perturbation in the sea surface tem-perature, �Ts, corresponds to the perturbation in sur-face air temperature. The input of heat into the surfacelayer, fas, is described as:fas = 1aoc � 6:3 Wm2 � ln � CO2;a278ppm� � �1� �Ts�Teq � (7)aoc is the area fraction of the earth covered by the ocean(0.71). The change in the surface layer temperature isthen again obtained as a convolution integral:�Ts = ch Z tt0 fas(t0) � rs(t� t0) � dt0 (8)The constant c is introduced to convert units of Wattinto temperature units by considering the heat capacityof sea water.We have calculated the transient response of the pulsesubstitute model using the response function as obtainedby the HILDA model (Siegenthaler and Joos, 1992) to asudden doubling of the atmospheric CO2 concentration.In Fig. 4 we compare the temperature response of thepulse model with results obtained with the HamburgLarge Scale global ocean circulation model for a verysmall step-function increment in the CO2 concentration(but scaled to an equilibrium temperature change of 2.5K) (Hasselmann et al., 1996). In the Hamburg oceanmodel surface-to-deep transport is slower and thus the
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Figure 4. Transient temperature response to a doubling of thepre-industrial atmospheric CO2 concentration at time t=0 as sim-ulated by the pulse substitute climate model (dashed) using theHILDA ocean model and by the Hamburg Large Scale global oceancirculation model (solid) as given by (Hasselmann et al., 1996). Inboth models equilibrium temperature change for a CO2 doublingis 2.5 K. The surface-to-deep mixing in HILDA is faster than inthe Hamburg model which yields a slower surface temperatureresponse.surface layer is heated up faster. The apparently veryfast response of the Hamburg model might be due toan approximation of the output by Hasselmann et al.(1996) applying three time constants only (2, 12, and138 years).We have also calculate the response of the pulse sub-stitute model to an increase in atmospheric CO2 by 1%yr�1. We applied two di�erent temperature sensitivitiesof 2.1 and 4.6 K for doubling of CO2 corresponding tothe range obtained by 10 atmosphere-ocean general cir-culation climate models (AOGCMs). After 80 year, theglobal average surface temperature increase is 1.6 K and2.4 K as modeled by the substitute model. This com-pares very well with the corresponding results of nineAOGCMs in the range of 1.5 to 2.7 K (see Fig. 6.4 inHoughton et al., 1996).4 ConclusionsWe have applied pulse response functions to build sub-stitute models of complex climate and carbon cycle mod-els. The substitute models can be used to perform sce-nario calculations linking global temperature change, at-mospheric CO2 and anthropogenic carbon emission. Wehave used mixed-layer and biospheric decay responsefunction to avoid the problem arising from non-linearitiesin air-sea exchange and in net primary production. Thetime scales of the carbon turnover in the biosphere areone key aspect to determine the amount of additionalcarbon sequestered on land. We suggest that decayresponse functions should be used to characterize and
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