
1. Introduction
Chemical weathering of rocks and deposits eventually provides a continuous flow of carbon and other elements 
to the ocean (e.g., Berner, 1990; Compton et al., 2000; Hartmann et al., 2014; Lacroix et al., 2021; Suchet & 
Probst, 1995; Walker et al., 1981), thereby influencing climate, atmospheric CO2, carbon isotopes, biogeochem-
ical cycles, and the oxidative capacity at the Earth's surface on millennial and longer time scales (Hayes & 
Waldbauer, 2006; Kump & Alley, 1994). However, Earth's system responses to changes in weathering remain 
uncertain, and their representation in Earth system simulations extending over many thousands or even millions 
of years computationally challenging.

Proxy records show climate and biogeochemical cycles to vary on orbital time scales (Lisiecki, 2014; Lisiecki & 
Raymo, 2005). Over the past 800 thousand years (Kyr), ice core records document past changes in atmospheric 
CO2, which varied between 180 and 300 ppm (e.g., Bereiter et al., 2015; Lüthi et al., 2008; Marcott et al., 2014; 
Neftel et al., 1982; Siegenthaler et al., 2005), and in its stable carbon isotope ratio, δ 13Catm ( 13C/ 12C in permil 

Abstract The causes of CO2 variations over the past million years remain poorly understood. Imbalances 
between the input of elements from rock weathering and their removal from the atmosphere-ocean-biosphere 
system to the lithosphere likely contributed to reconstructed changes. We employ the Bern3D model to 
investigate carbon-climate responses to step-changes in the weathering input of phosphorus, alkalinity, carbon, 
and carbon isotope ratio (δ 13C) in simulations extending up to 600,000 years. CO2 and climate approach a new 
equilibrium within a few ten thousand years, whereas equilibrium is established after several hundred thousand 
years for δ 13C. These timescales represent a challenge for the initialization of sediment-enabled models 
and unintended drifts may be larger than forced signals in simulations of the last glacial–interglacial cycle. 
Changes in dissolved CO2 change isotopic fractionation during marine photosynthesis. This causes distinct 
spatio-temporal perturbations in δ 13C and affects the burial flux of  13C. We force a cost-efficient emulator, 
based on the Bern3D results, with contrasting literature-based weathering histories over the last 800 thousand 
years. Glacial–interglacial amplitudes of up to 30 ppm in CO2, 0.05‰ in δ 13C, and ∼15 mmol m −3 in deep 
ocean 𝐴𝐴 CO

2−

3
 are emulated for changes in carbonate rock weathering. Plausible input from the decomposition of 

organic matter on shelves causes variations of up to 10 ppm in CO2, 0.09‰ in δ 13C, and 5 mmol m −3 in 𝐴𝐴 CO
2−

3
 , 

highlighting the non-negligible effect of weathering-burial imbalances.

Plain Language Summary Data from ice cores and marine sediments document large changes in 
atmospheric carbon dioxide (CO2) and climate during the past million years. Carbon isotopes and other proxies 
can help to understand underlying processes. In this study, we investigate Earth's response to plausible changes 
in the input of carbon and other elements from the weathering of rocks or the decomposition of previously 
accumulated organic matter with the help of a computer model. Results show significant variations in CO2, 
carbon isotopes, marine chemistry, marine biological productivity, and burial fluxes of biogenic particles to 
the lithosphere. The adjustment time to changes in input flux is several ten thousand years for CO2 and climate, 
and several hundred thousand years for carbon isotopes. As it is computationally challenging to simulate such 
long time periods with complex models, we used our results to build an emulator. Such emulators, representing 
the responses of spatially resolved and process-based models, are useful for studies addressing Earth's history 
over many millions of years. Simulating a million years with the emulator takes seconds, whereas it takes about 
4 months with the complex model. In conclusion, our work highlights the role of weathering fluxes and their 
possible contribution to past climate-carbon cycle swings.
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units), (e.g., Eggleston et al., 2016; Lourantou et al., 2010; Schmitt et al., 2012; Schneider et al., 2013). Vari-
ations in the greenhouse gas CO2 strongly contributed to glacial–interglacial climate swings and δ 13C records 
constrain related biogeochemical processes. Marine records of δ 13C (e.g., Hoogakker et al., 2006; Lisiecki, 2014; 
Oliver et al., 2010; C. D. Peterson & Lisiecki, 2018; C. D. Peterson et al., 2014; Raymo et al., 1997; Schmittner 
et al., 2013), carbonate preservation (e.g., L. C. Peterson & Prell, 1985), and other proxies reach further back in 
time and cover the Pleistocene epoch, although with partly sparse spatial coverage and lower temporal resolution. 
A multitude of processes has been proposed to explain these variations. The processes involve, besides changes 
in the physical Earth system, changes in the marine and terrestrial carbon cycle, ocean-sediment interactions, and 
changes in terrestrial weathering (e.g., Archer, Winguth, & Pierrehumbert, 2000; Fischer et al., 2010; Jaccard 
et al., 2013; Jeltsch-Thömmes et al., 2019; Menviel et al., 2012; Sigman & Boyle, 2000; Sigman et al., 2010; 
Wallmann et al., 2016).

Weathering fluxes enter the ocean through riverine transport in the form of dissolved inorganic and organic 
compounds and particulate organic matter (POM) (Lacroix et al., 2021; Meybeck, 1982; Regnier et al., 2013; 
Tréguer et al., 2021). For example, phosphorus is primarily delivered to the ocean as particulate organic phos-
phate, mediated by land biosphere processes, and attached to surfaces of iron-manganese and hydroxide particles, 
in addition to dissolved inorganic and dissolved organic phosphorus (Compton et al., 2000; Lacroix et al., 2021). 
Estimates suggest that there are weathering hotspots and that 70% of today's global weathering fluxes derive from 
only 10% of the land area (Hartmann et al., 2014). Carbon is also released to the climate system via outgassing 
of magmas at seafloor hydrothermal vents, hot-spot and island arc volcanoes, and by other forms of volcanism 
(Hayes & Waldbauer, 2006). Chemical weathering rates are thought to be governed by lithology, hydrology and 
runoff, rates of physical erosion, soil properties and shielding of rocks by soils, and temperature (e.g., Colbourn 
et al., 2013; Hartmann et al., 2014). All these parameters changed over glacial–interglacial cycles and Earth's 
history.

The input of carbon and nutrients from the lithosphere is roughly balanced by the burial of biogenic parti-
cles and other material in the lithosphere, yet imbalances remain. For example, the input by weathering and 
the input-burial balance was strongly perturbed over past glacial–interglacial cycles (Broecker & Peng, 1987; 
Cartapanis et  al.,  2016,  2018; Kump & Alley,  1994; L. C. Peterson & Prell,  1985). Input-burial imbalances 
directly affect the inventories and concentrations of carbon, nutrients, and alkalinity in the ocean. In turn, the 
production and burial of biogenic particles are changing.

The burial of biogenic particles is mediated by the marine carbon and biogeochemical cycles (e.g., Emerson & 
Bender, 1981; Sarmiento & Gruber, 2006; Tschumi et al., 2011). Marine ecosystems remove dissolved inorganic 
carbon (DIC), nutrients, and alkalinity from surface waters to eventually generate dissolved organic matter and 
particles of calcium carbonate (CaCO3), opal, and organic matter. The particles sink through the water column 
toward the ocean floor. This biogenic material is mainly remineralized to DIC and inorganic nutrients within 
the water column and surface (reactive) sediments, but a fraction is buried in consolidated sediments. Rates of 
particle sinking, remineralization, and burial depend on particle size and composition, and environmental param-
eters. These parameters include, for example, temperature, oxygen, viscosity, or the saturation state of water for 
CaCO3 in the water column and reactive sediments. Large amounts of carbon and nutrients get buried in organic 
forms in the coastal zone and on continental shelves (Regnier et al., 2013; Wallmann et al., 2016). This material 
may be released again from exposed shelves during low glacial sea level and contribute, together with changes 
in weathering and burial, to imbalances between fluxes from and to the lithosphere (Wallmann, 2014; Wallmann 
et  al.,  2016). Changes in surface ocean DIC and alkalinity from input-burial imbalances and altered particle 
cycling change atmospheric CO2, forcing climate to change. Input-burial imbalances also strongly affect δ 13C of 
carbon in the atmosphere, ocean, ocean sediments, and the land biosphere (Broecker, 1970; Jeltsch-Thömmes & 
Joos, 2020; Komar & Zeebe, 2021; Mills et al., 2017; Roth et al., 2014; Schrag et al., 2013).

Modeling the responses to input-burial imbalances is computationally challenging. The response time scales to 
input-burial imbalances range from several millennia to hundreds of thousands of years for CO2 (e.g., Archer 
et al., 1998; Colbourn et al., 2015) and δ 13C (Jeltsch-Thömmes & Joos, 2020; Roth et al., 2014). Spatial gradi-
ents within the ocean are important and influence, for example, the isotopic composition of the burial flux of 
organic and CaCO3 particles into the lithosphere (Jeltsch-Thömmes & Joos,  2020). Earlier model studies on 
glacial–interglacial change considered the effect of sedimentary carbonate burial and dissolution on perturbations 
in atmospheric CO2, but typically neglected organic matter burial (e.g., Archer & Maier-Reimer, 1994; Archer, 
Winguth, Lea, & Mahowald, 2000; Broecker & Peng, 1987, 1989; Brovkin et al., 2012; Emerson & Archer, 1992; 
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Ganopolski & Brovkin, 2017; Sigman & Boyle, 2000; Sigman et al., 1998, 2010; Willeit et al., 2019). Further 
studies show that feedbacks between organic matter burial, marine nutrient concentrations, and biologi-
cal productivity are important (Cartapanis et al., 2018; Jeltsch-Thömmes et al., 2019; Komar & Zeebe, 2021; 
Menviel et al., 2012; Tschumi et al., 2011) and can strongly amplify perturbations in atmospheric CO2 on glacial–
interglacial time scales (Roth et  al., 2014). Input-burial imbalances arising from changes in the burial fluxes 
of opal and carbonate or the weathering rates of silicate and carbonate rocks (e.g., Börker et al., 2020; Clark 
et al., 2006; Köhler & Munhoven, 2020; Munhoven, 2002; Munhoven & François, 1996; Willeit et al., 2019), or 
changes in CO2 outgassing associated with volcanism (Huybers & Langmuir, 2009; Roth & Joos, 2012) have been 
invoked as possible contributing processes to explain glacial–interglacial variations and the Neogene cooling 
(23–2.6 million years ago) (e.g., Caves et al., 2016; Rugenstein et al., 2019). On even longer timescales, covering 
Earth's history, the coupled carbon-silica cycle is thought to stabilize climate on Earth via negative feedbacks 
in weathering of carbonate and silicate rocks (e.g., Berner, 1990; Isson et al., 2020; Kasting, 2019; Ridgwell & 
Zeebe, 2005; Stolper et al., 2016; Walker et al., 1981). Net organic matter accumulation in sediments and the 
accumulation of the oxidizing capacity at Earth's surface is reconstructed from δ 13C recorded in carbonate depos-
its (Broecker, 1970; Mills et al., 2017; Schrag et al., 2013). Models applied to quantitatively interpret the δ 13C 
carbonate records typically treat the fast exchanging reservoirs (atmosphere, ocean, ocean sediments, and land 
biosphere) as a single boxes to facilitate long simulations (Bergman et al., 2004; Berner, 2006).

Cost-efficient substitute models, which capture the spatial and temporal responses of more complex models, could 
be constructed and applied to study input-burial imbalances instead of box models. The substitute (or emulator) 
can be used to explore responses over long time scales or to run many sensitivity studies, which are computation-
ally inaccessible with more comprehensive and therefore more expensive models. The spatio-temporal response 
of a complex model, its Green's function, can be captured in an idealized model simulation where the forcing is 
changed in a step- or pulse-like manner (e.g., Bastiaansen et al., 2021; Hooss et al., 2001; Joos & Bruno, 1996; 
Joos et al., 2013; Maier-Reimer & Hasselmann, 1987; Metzler et al., 2018; Strassmann & Joos, 2018; Thompson 
& Randerson, 1999). Idealized response simulations allow for a better understanding of underlying processes as 
they reveal the characteristic timescales and spatial patterns of the system's adjustment to an external perturbation, 
for example, a change in weathering. While the processes and timescales affecting CO2 have been inves tigated in 
several step-change experiments (e.g., Archer & Maier-Reimer, 1994; Sigman et al., 1998; Tschumi et al., 2011), 
to our knowledge no studies so far have systematically investigated the effect of changes in weathering input 
fluxes on both, carbon and carbon isotope budgets.

Here, we use the Bern3D Earth system model of intermediate complexity to perform idealized, up to 600 Kyr 
long simulations. The weathering input fluxes of alkalinity, nutrients, carbon, and δ 13C are changed in a step-wise 
manner. The aim is to generate Green's functions and to understand the spatial and temporal responses in carbon 
inventories and δ 13C in the atmosphere and ocean, and changes in marine biogeochemical cycling as well as the 
evolution of input-burial imbalances. Section 2 details the model and experimental setup. In Section 3 we quan-
tify the contribution to the carbon and carbon isotopic perturbations from the organic carbon and CaCO3 cycles 
and highlight the role of vertical gradients in δ 13C in the ocean based on the Bern3D model results. In Section 4 
we discuss the uncertainties and limitations of our approach and use the response to step-changes in the input 
of CaCO3 and organic material as simulated with the Bern3D model to build a cost-efficient substitute model to 
simulate the response in CO2, 𝐴𝐴 CO

2−

3
 , and δ 13CDIC to different weathering scenarios over the past 800 Kyr. Finally, 

in Section 5 a summary and conclusions are provided.

2. Model Description and Experimental Set Up
2.1. Model Description

The Bern3D v2.0s intermediate complexity model couples a single layer energy-moisture balance atmosphere 
with a thermodynamic sea-ice component (Ritz et al., 2011), a 3D geostrophic-frictional balance ocean (Edwards 
et  al.,  1998; Müller et  al.,  2006) with an isopycnal diffusion scheme and Gent-McWilliams parameteriza-
tion for eddy-induced transport (Griffies, 1998), and a 10-layer ocean sediment module (Heinze et al., 1999; 
Jeltsch-Thömmes et al., 2019; Tschumi et al., 2011). The horizontal resolution across Bern3D model components 
is 41 × 40 grid cells and 32 logarithmically spaced depth layers in the ocean (Roth et al., 2014). Wind stress is 
prescribed from the NCEP/NCAR monthly wind stress climatology (Kalnay et al., 1996), and gas exchange at 
the ocean surface and calculation of carbonate chemistry follow OCMIP-2 protocols (Najjar & Orr, 1999; Orr & 
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Epitalon, 2015; Wanninkhof, 2014), with an adjusted gas transfer dependency on wind speed (Müller et al., 2008). 
In the ocean, marine productivity is restricted to the euphotic zone (75 m) and calculated as a function of light 
availability, temperature, and nutrient concentrations (Fe, P, Si) and used to compute the export of dissolved 
and POM, with a constant elemental ratio for P:ALK:C:O2 (1:17:117:−170), and the export of opal and calcium 
carbonate (CaCO3), pending on dissolved silica and an upper limit CaCO3 to particulate organic carbon (POC) 
export ratio of 0.083 (Parekh et al., 2008; Tschumi et al., 2011). Remineralization of particle fluxes follows fixed 
scalings with depth.

The sediment module covers the top 10 cm and dynamically calculates the transport, dissolution, and bioturba-
tion, and burial of solid material (POM, CaCO3, opal, clay), and the pore water chemistry, and diffusion of DIC, 
DI13C, DI14C, alkalinity, phosphate, oxygen, and silic acid (Jeltsch-Thömmes et al., 2019; Tschumi et al., 2011). 
Dissolution rates depend on pore water concentrations. The P:C ratio of POM is conserved in the standard 
setup. Burial (loss) of phosphorus, silica, carbon, and alkalinity from the sediment to the lithosphere is balanced 
by a variable input flux to the coastal surface ocean during spin-up. These weathering input fluxes are set equal 
to burial fluxes at the end of the spin-up for transient simulations. Iron is added to the model ocean by prescribed 
fluxes from aeolian deposition and continental margins and removed by particle scavenging (Parekh et al., 2008). 
Iron is not included in the sediment module.

The model is coupled to a 4-box representation of the land-biosphere carbon reservoirs (Siegenthaler & 
Oeschger,  1987). Here, the only purpose of this 4-box carbon reservoir model is to represent the dilution of 
atmospheric isotopic perturbations by the land biosphere, while other processes and changes in land carbon 
stocks are not considered. In other words, the land-biosphere carbon pool sizes are constant, but their δ 13C signa-
ture changes, depending on changes in δ 13Catm.

For a detailed description of the Bern3D model version used here, the reader is referred to Appendix A of 
Jeltsch-Thömmes et al. (2019).

2.2. Implementation of  13C in the Model

 13C is implemented as a tracer in all Bern3D model components such that  13C fluxes and inventories can be explic-
itly simulated across the atmosphere-ocean-land biosphere-reactive ocean sediments (AOBS) system. Fractiona-
tion of  13C is considered for atmosphere-ocean gas transfer, carbonate chemistry, the formation of CaCO3, POC 
and dissolved organic carbon, and during photosynthesis on land. Fractionation during photosynthesis on land 
is kept fixed; the simple 4-box model, applied here for computational reasons, does not represent changes in C3 
and C4 plants nor changes in their discrimination. This is an uncertainty. No fractionation is considered for the 
remineralization of organic carbon in the ocean and on land. Formulations on how fractionation is calculated and 
corresponding references are summarized in Table 1.

2.3. Implementation of Weathering Input Fluxes in the Model

The loss of carbon (C), silica (Si), alkalinity (ALK), and phosphorus (P) from the open ocean through sedimen-
tary burial is counteracted by the input of weathered material to the open ocean. In the model, this is implemented 
in an idealized way: the loss fluxes of tracers through burial of material in the lithosphere are, in steady state, 
balanced by input fluxes of equal size. The elemental ratios ( 12C: 13C:Si:ALK:P) of the input flux to the open 
ocean are therefore dictated by the elemental ratios of the global burial flux at the end of the spin up. Throughout 
the manuscript, these fluxes to the ocean will be referred to as input fluxes.

C, Si, P, and ALK input are uniformly added to the corresponding dissolved inorganic tracer concentrations of the 
near-coastal surface grid cells in Bern3D. Thus, we do not represent reprocessing of elements, for example, by the 
land biosphere or in estuaries, nor different forms of input such as dissolved and POM, or P attached to surfaces 
of iron-manganese and hydroxide particles (Compton et al., 2000; Lacroix et al., 2021). Atmospheric deposition 
of C, Si, ALK, and P may be viewed as included in the input fluxes. This simplification appears justified as the 
different forms of input eventually enter the inorganic pools on time scales shorter than the multi-millennial 
timescales addressed in this study. We attribute the elemental input fluxes conceptually to different processes 
such as silicate and carbonate weathering.
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Input from 1 mol CaSiO3 adds 1 mol of Si, 2 mol of alkalinity, and no carbon to the model ocean. This is a 
short-circuit of the atmosphere following the simplified reaction for weathering of tectosilicates (e.g., Colbourn 
et al., 2013):

2CO2(𝑎𝑎𝑎𝑎) + H2O + CaSiO3(𝑠𝑠) → Ca
2+

(𝑎𝑎𝑎𝑎)
+ 2HCO

−

3(𝑎𝑎𝑎𝑎)
+ SiO2(𝑎𝑎𝑎𝑎) (1)

Two moles of carbon are removed from the atmosphere-ocean system in the form of CO2 and 2 mol of alkalin-
ity and carbon in the form of 𝐴𝐴 HCO

−

3
 are added to the ocean. On the timescales considered here, the atmosphere 

and surface ocean can be considered well mixed and we do not represent the outgassing of CO2 and the related 
interhemispheric ocean carbon transport arising from the riverine carbon inputs (Lacroix et al., 2020; Sarmiento 
et al., 1992).

Weathering of carbonate rocks (CaCO3) is given by (e.g., Goodwin & Ridgwell, 2010):

CaCO3(𝑠𝑠) + CO2(𝑎𝑎𝑎𝑎) + H2O → Ca
2+

(𝑎𝑎𝑎𝑎)
+ 2HCO

−

3(𝑎𝑎𝑎𝑎)
. (2)

In the model, 2 mol of alkalinity for each mole of carbon are added. This is again a short-circuit of the atmosphere.

Input fluxes (F) of P, Si, ALK, DIC, and  13CDIC are attributed to the weathering flux from carbonate rocks, 𝐴𝐴 𝐴𝐴CaCO3
 , 

silicate rocks, 𝐴𝐴 𝐴𝐴CaSiO3
 , an assumed conceptual input flux releasing the elements of former organic material, Forg 

(from hereon referred to as organic input flux), and a remainder flux, Fremainder, to close the carbon and carbon 
isotopic budget of the model in equilibrium. Fremainder is thought of as CO2 emissions from volcanism and tectonic 
outgassing. The input Forg should not be confused with a flux of organic material as all input fluxes are added to 
the inorganic tracer pools in Bern3D. At steady state, the global elemental fluxes of Forg are equal to those of the 
global burial flux of POM. The fluxes are related to each other in molar units:

𝐹𝐹P = P:C ⋅ 𝐹𝐹org (3)

𝐹𝐹Si = 𝐹𝐹CaSiO3 (4)

𝐹𝐹ALK = 2 ⋅ 𝐹𝐹CaSiO3
+ 2 ⋅ 𝐹𝐹CaCO3

+ALK:P ⋅P:C ⋅ 𝐹𝐹org (5)

𝐹𝐹DIC = 𝐹𝐹CaCO3
+ 𝐹𝐹org + 𝐹𝐹remainder (6)

𝐹𝐹DIC-13 = 𝐹𝐹CaCO3
⋅

13
𝑅𝑅CaCO3

+ 𝐹𝐹org⋅
13
𝑅𝑅org + 𝐹𝐹remainder⋅

13
𝑅𝑅remainder (7)

𝐴𝐴 P:C and 𝐴𝐴 ALK:P are the Redfield ratios of P:C = 1:117 and ALK:P = −17:1, respectively (L. A. Anderson & 
Sarmiento, 1994; Paulmier et al., 2009).  13R denotes the  13C/C isotopic ratio.

Table 1 
Equations Describing the Fractionation in the Model

Domain Formulation

Air-sea a,b
𝐴𝐴 𝐴𝐴𝑎𝑎→𝑠𝑠 = (1 − 0.0005 − 0.0002) ⋅

(

1 −
0.373

𝑇𝑇
+ 0.00019

)

 

Carbonate chemistry b
𝐴𝐴 𝐴𝐴CO2,𝑎𝑎𝑎𝑎↔HCO

−

3
=

(

1 −
9.866

𝑇𝑇
+ 0.02412

)

 

𝐴𝐴 𝐴𝐴
HCO

−

3
↔CO

2−

3

=

(

1 −
0.867

𝑇𝑇
+ 0.00252

)

 

𝐴𝐴 𝐴𝐴CO2,𝑎𝑎𝑎𝑎↔DIC =
DIC

[CO2,𝑎𝑎𝑎𝑎]+

[

HCO
−

3

]

𝐴𝐴CO2,𝑎𝑎𝑎𝑎↔HCO
−

3

+

[

CO
2−

3

]

⋅𝐴𝐴
HCO

−

3
↔CO

2−

3

𝐴𝐴CO2,𝑎𝑎𝑎𝑎↔HCO
−

3

 

Sea-air b
𝐴𝐴 𝐴𝐴𝑠𝑠→𝑎𝑎 = (1 − 0.0005 − 0.0002) ⋅ 𝐴𝐴CO2,𝑎𝑎𝑎𝑎↔DIC 

CaCO3 formation b
𝐴𝐴 𝐴𝐴HCO

−

3
→CaCO3

=

(

1 −
4.232

𝑇𝑇
+ 0.0151

)

 

Marine photosynthesis c
𝐴𝐴 𝐴𝐴[CO2]→Corg

=
(

1.00119 + 0.01203 ⋅ log
10

([

CO2,𝑎𝑎𝑎𝑎

]))

 

Terrestrial photosynthesis d Constant fractionation of −18.1‰

Note. T denotes sea surface temperature in Kelvin, and 𝐴𝐴
[

CO2,𝑎𝑎𝑎𝑎

]

 aqueous CO2 in μmol kg −1.
 aSiegenthaler and Muennich (1981).  bMook (1986).  cFreeman and Hayes (1992).  dSiegenthaler and Oeschger (1987).
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The burial fluxes of P, Si, ALK, DIC, and  13CDIC are diagnosed at the end of the model spin-up and prescribed as 
the input fluxes for these components (FP, FSi, FALK, FDIC, FDIC−13) at the start of transient simulations.  13𝐴𝐴 𝐴𝐴CaCO3

 
and  13Rorg are diagnosed from the signatures of the CaCO3 and POC burial.  13Rremainder is the signature needed 
to close the  13C budget of the model in equilibrium after the spin-up. All input is assumed to be free of  14C. 
Equations 3–7 are solved for the steady-state fluxes (Forg, 𝐴𝐴 𝐴𝐴CaSiO3

 , 𝐴𝐴 𝐴𝐴CaCO3
 , Fremainder), and the signature  13Rremainder. 

To close the isotope budget of the model, δ 13C of Fremainder is identical to that of the CaCO3 burial flux (2.88‰, 
Table 2). This value is around 8‰ higher than typically reported for volcanic CO2 emissions (Deines, 2002), and 
implicitly accounts for the fractionation associated with metamorphism and weathering reactions. Table 2 shows 
steady state fluxes and inventories of CaCO3, POC, and opal, as well as δ 13C signatures. δ 13C of the export flux 
is not diagnosed in the current model setup. Our model setup is idealized to investigate specifically the impact 
of changes in CaCO3 weathering and the input of organic material on carbon and its stable isotope. The CO2 
degassing from the lithosphere (Fremainder), silicate weathering 𝐴𝐴

(

𝐹𝐹CaSiO3

)

 , and the isotopic signatures of the input 
fluxes ( 13

𝐴𝐴 𝐴𝐴CaCO3
 ,  13Rorg,  13Rremainder) are kept constant in all simulations. Further, all input fluxes are diagnosed to 

Table 2 
Export, Deposition, and Burial Fluxes of CaCO3, Opal, and Particulate Organic Carbon (POC), Carbon and Opal 
Inventories and the Respective δ 13C Signatures (Note That Atmospheric CO2 and Its δ 13C Signature Was Prescribed During 
Model Spin-Up)

Variable Units Bern3D Observational estimates δ 13C in ‰

Export

 CaCO3 GtC yr −1 0.98 0.72–1.05 a

 Opal Tmol Si yr −1 110.02 112 b

 POC GtC yr −1 11.93 6.5–13.1 c

Deposition

 CaCO3 GtC yr −1 0.49 0.5 d 2.91

 Opal Tmol Si yr −1 77.6 84 b

 POC GtC yr −1 0.65 1.7–3.3 c −20.39

Burial

 CaCO3 GtC yr −1 0.22 0.1–0.14 e 2.88

 opal/FSi Tmol Si yr −1 6.72 9.2 b

 POC/Forg GtC yr −1 0.24 0.12–0.26 c −20.42

 FALK Gt eq. yr −1 0.41

 FDIC GtC yr −1 0.46 −9.09

Inventories

 CaCO3 in sediments GtC 939 3.05

 Opal in sediments Tmol Si 20,658

 POC in sediments GtC 516 −20.13

 Atmospheric CO2 GtC 589 −6.3

 DIC in ocean GtC 37’157 37,400 f 0.82

 Vegetation and active soils GtC 2,220 2,000–3,000 g −24.3

Input

 𝐴𝐴 𝐴𝐴CaCO3
 GtC yr −1 0.14 2.88

 𝐴𝐴 𝐴𝐴CaSiO3
 Tmol Si yr −1 6.72

 Forg GtC yr −1 0.24 −20.42

 Fremainder GtC yr −1 0.08 2.88

Note. Values are determined as the mean of the first 100 years after a pre-industrial spin-up in the control run. Corresponding 
literature estimates are also shown. GtC refers to giga tons of carbon.
 aBattaglia et al. (2016).  bTréguer et al. (2021).  cSarmiento and Gruber (2006).  dMilliman and Droxler (1996).  eFeely et al. 
(2004).  fKey et al. (2004).  gCiais et al. (2013).
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match the simulated burial fluxes at the end of the model spinup, where ocean alkalinity and nutrient inventories, 
and atmospheric CO2 are prescribed from modern observations. In Earth's history, CO2 degassing and weather-
ing of silicate and other rocks varied. These variations in input fluxes caused changes in the carbon inventories 
of the atmosphere-ocean-land biosphere-sediment system and sedimentary burial rates and governed the long-
term evolution of past atmospheric CO2 and climate by the so-called silicate thermostat (Berner, 1990; Walker 
et al., 1981).

2.4. Experimental Set-Up and Analysis

The model is spun up over 60 thousand years (Kyr) under 1,765 CE boundary conditions. Atmospheric CO2 of 
277.8 ppm with an isotopic signature of δ 13Catm = −6.305‰ and Δ 14Catm = 0‰ is prescribed. From the 1,765 CE 
steady state, at nominal year −100, 100.1 Kyr long experiments are started. After 100 years, that is, in nominal 
year 0 of the experiments, a total of 16 step-change simulations are started, eighth for 𝐴𝐴 𝐴𝐴CaCO3

 and eighth for Forg, 
covering the range from −80% to +80% in steps of 20%. The corresponding amounts of carbon,  13C, alkalinity, 
and P (Equations 3–7) are then added to the coastal surface ocean. A subset of the above experiments, namely 
the changes of +40%, −40%, and the control run, are extended by an additional 500 Kyr simulation period in 
order for the model to establish new equilibrium after the step-change in carbon isotopes. The wide range of 
step-changes is chosen to investigate non-linearities in the carbon cycle as further detailed in Section 3.3.

For organic input, an additional 100 Kyr sensitivity simulation is performed to investigate the effect of differences 
in the 𝐴𝐴 P:C ratio. We conduct this sensitivity experiment as stoichiometric ratios are fixed in the Bern3D model 
and do not vary with environmental conditions. However, P is preferentially regenerated from marine sediments 
under low oxygen conditions (e.g., L. D. Anderson et al., 2001; Delaney, 1998; Ingall & Jahnke, 1994). In the 
sensitivity experiments, 30% of the P entering marine sediments is immediately dissolved back into the ocean. 
This P leaching changes the sedimentary and therefore also the input flux 𝐴𝐴 P:C to about 1:152. Our setup for 
changing Forg is different from a step-change in the ocean P inventory as applied by Tschumi et al. (2011) and 
others. In the experiments presented in this study, the change in Forg implies a sustained change in the input fluxes 
of P, C,  13C, and ALK. These sensitivity simulations are performed for step-changes of +40% and −40% in Forg.

Results presented in this study are relative to a control run to account for any drift over the 600 thousand year 
(Kyr) simulation period. Generally, drift is small, and amounts, for example, in the case of CO2, to well below 
0.01 ppm Kyr −1 in the control simulation. The output frequency for marine 3-D tracer fields after the perturbation 
is every 10 years during the first 1 Kyr, every 200 years until 10 Kyr, every 1 Kyr until 100 Kyr, and every 5 Kyr 
thereafter.

Changes in the carbon isotopic fluxes and inventories are expressed in [GtC ‰] by multiplying inventories or 
fluxes of carbon [GtC] with their corresponding δ 13C signatures [‰]. We attribute the change in the isotopic 
burial minus input flux to changes (Δ) in carbon burial (B) and input (I) fluxes and in the isotopic signature of the 
burial flux (δB) relative to the equilibrium state after the spin-up (subscript 0) for both POC and CaCO3:

13� − 13� = (�0 + Δ�) ⋅ (�0 + Δ��) − (�0 + Δ�) ⋅ �0
= Δ(� − �) ⋅ �0 + �0 ⋅ Δ�� + Δ� ⋅ Δ��

 (8)

Note that the steady state carbon and isotopic burial-input fluxes vanish with B0 − I0 = 0 and δB,0 = δI,0 = δ0.

2.5. Green's Function Substitute Model

Green's functions for a change in input flux (weathering) are directly obtained from the step-change simulations 
with Bern3D. Generally, the Green's function can be determined by prescribing a step-like change in forcing (e.g., 
the magnitude of weathering flux) in a model previously spun up to equilibrium. Then the model is run toward 
a new equilibrium, and the simulated change 𝐴𝐴 Δ𝑦𝑦

(

�⃗�𝑥𝑥 𝑥𝑥
)

 is monitored for any variable y (e.g., δ 13CDIC) for any grid 
cell, region, or reservoir of interest. The response Δy is normalized by the magnitude of the step-change to yield 
the Green's function, 𝐴𝐴 𝐴𝐴

𝑦𝑦
(

�⃗�𝑥𝑥 𝑥𝑥
)

 . τ is the time passed since the step-like change and 𝐴𝐴 𝐴𝐴𝐴 indicates location.

Any forcing history, F(t), may be approximated by a series of small step-like changes, ΔF(ti). Then, the response, 
𝐴𝐴 Δ𝑦𝑦

(

�⃗�𝑥𝑥 𝑥𝑥
)

 , in variable y at time t and location 𝐴𝐴 𝐴𝐴𝐴 to this forcing history is for a linear system:

Δ𝑦𝑦
(

�⃗�𝑥𝑥 𝑥𝑥
)

=

∑

𝑖𝑖

Δ𝐹𝐹 (𝑥𝑥𝑖𝑖) ⋅ 𝑟𝑟
𝑦𝑦
(

�⃗�𝑥𝑥 𝑥𝑥 − 𝑥𝑥𝑖𝑖

)

. (9)
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t − ti represents the time τi that has passed since the step-change ΔF(ti) at time ti. The sum is over all step-changes 
used to approximate the forcing history from its beginning up to time t. The system is assumed in equilibrium at 
the start of the forcing time series.

Instead of running a complex 3-dimensional dynamic model, its response is approximated by Equation 9, a great 
efficiency gain. The benefit in comparison to box models is that the internally consistent physical and biogeo-
chemical response of the dynamic model is encapsulated in the Green's function substitute model. A disadvantage 
of the Green's function approach is that non-linearities in responses to a combination of forcings may be difficult 
to represent and can lead to substantial differences between results from the original versus the substitute model 
(Jeltsch-Thömmes et al., 2019). In this study, we restrict the approach to changes in CaCO3 and organic input. 
For further ease of application, a Green's function can be approximated using Principal Component-Empirical 
Orthogonal Functions (PC-EOF). The temporal component of the PC-EOF can be approximated by a sum of 
exponential terms and the substitute model (Equation 9) can be represented by a series of box models and spatial 
patterns for further computational efficiency (see Jeltsch-Thömmes & Joos, 2020; Joos et al., 2001; Strassmann 
& Joos, 2018).

The dynamics of a linear system are fully characterized by its Green's function. Although the carbon cycle and 
the Earth system are not linear, the linear approximation of Equation 9 is often useful. Here, we present Greens's 
functions for different Earth system components and globally and regionally averaged values for a range of model 
parameters (cf. Figures 1–6), as well as over a wide range of step changes (−80%–+80% of the unperturbed 
flux) to evaluate non-linearities (cf. Figures 5c, 5d, and 6). In the discussion in Section 4.2, we will apply Equa-
tion 9 for different weathering scenarios, using directly the (normalized) model output from the step simulations 
described in Section 2.2. To this end, the scaled annual mean time-series responses in CO2, deep ocean 𝐴𝐴 CO

2−

3
 , 

and mean ocean δ 13CDIC are applied every 1 Kyr. We use the mean of the normalized responses to the +40% 
and −40% step-change in the input of CaCO3 and organic matter, respectively. We further apply the normalized 
responses to the +40% and −40% step-change individually to generate lower and upper uncertainty bounds for 
emulator results.

3. Results
3.1. Earth System Response to a 40% Increase in the CaCO3 Weathering Input Flux

We first address Earth system responses to changes in CaCO3 weathering. A key finding is that changes in CaCO3 
weathering cause a shift in the isotopic fractionation during marine photosynthesis, in response to altered CO2, 
and significant changes in δ 13C of the atmosphere, ocean, and land biosphere. The prescribed 40% step-like 
increase in the CaCO3 weathering flux translates into an increase in the inputs of carbon and alkalinity in a 1:2 M 
ratio (Figures 1a and 1b). The δ 13C signature of the total carbon input is also increased by 1.3‰ (Figure 1c) 
because the relative share of the isotopically heavy CaCO3 weathering input becomes larger. The individual δ 13C 
signatures of the CaCO3 and organic input remain unchanged in our setup.

In response to the step-increase in carbon and alkalinity (ALK) input, a new equilibrium of the climate-carbon 
system is approached with an e-folding timescale (τ) of about 10 thousand years (Kyr, Figures 1d–1l, and 2a). In 
other words, concentrations and fluxes typically change most rapidly immediately after the step and then slowly 
approach a new equilibrium following roughly an exponential curve. As a remarkable exception, δ 13C isotopic 
signatures continue to change over a few 100 thousand years (Figure 1m). Possible fits of the responses in ΔCO2 
and Δδ 13CDIC are provided as equations in Figure 1.

Atmospheric CO2 decreases, by almost 32 ppm (Figure 1d), as the surface ocean concentration of ALK increases 
about twice as much as that of DIC (Figures 1f and 1g). Surface air temperature (SAT) decreases by about 0.5°C 
(Figure 1e) in response to lower atmospheric CO2. Ocean circulation changes remain small, and the Atlantic 
meridional overturning circulation (AMOC) stabilizes ∼0.5 Sv (3%) below the initial state (not shown). DIC 
and ALK increase by about 37 and 68 mmol m −3 on ocean average (Figures 1f and 1g). Due to this “ocean 
alkalinization,” ocean pH, and carbonate ion concentration increase in the surface and deep ocean, and the 
calcium carbonate saturation horizon deepens on average by about 700 m in the North Pacific (Figures 1h–1j). 
In turn, marine biogenic CaCO3 is better preserved in ocean sediments, and the net transfer of CaCO3 from the 
ocean to the sediments, and eventually the lithosphere, increases by about 25% (Figure  1l). The equilibrium 
increase in CaCO3 burial of 25% corresponds to the implied increase in the Ca 2+ input of 25% in our scenario 
which results from constant 𝐴𝐴 𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3

 and a 40% increase in 𝐴𝐴 𝐴𝐴𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶3
 . The modeled carbonate saturation horizon in 
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Figure 1. Timeseries evolution of the forcing (a–c) and a set of Earth system properties (d–n) simulated with Bern3D for 
a 40% step increase in the CaCO3 input flux. For better visibility, data in panels (e, k, l, and m) (only CaCO3) are shown as 
100 yr running means. Surface refers to upper 100 m. Note that the fits given in the figure refer to a +1% change in CaCO3 
input.
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the equatorial Atlantic was already relatively close to the ocean bottom before the step-change in input, leaving 
little room for further deepening (Figure 1i). The timescale of this carbonate compensation process (∼8–10 Kyr, 
e.g., Archer et al., 1997, 1998; Jeltsch-Thömmes & Joos, 2020) is reflected in the timescale of the CO2 perturba-
tion of ∼10 Kyr.

Changes in global export fluxes of POC, CaCO3, and opal are comparably small (<3%, Figure 1k) and result 
in only small declines in the sedimentary POC and opal inventories (Figure 1l). Export production generally 
decreases as a result of lower temperatures and increased sea-ice area, with the largest changes in the South-
ern Ocean. The higher input of ALK to the surface ocean (Figure 1a), together with the slight reduction in 
CaCO3 export (Figure 1k), causes a larger increase of ALK in the surface than the deep ocean (Figure 1g), 
while the surface-to-deep gradient in DIC remains almost unaffected by the increase in CaCO3 weathering 
(Figure 1f).

We establish budgets for the carbon (Figure  2a) and alkalinity perturbations by comparing accumulated 
burial-input imbalances for CaCO3 and POC with changes in the major reservoirs, atmosphere, ocean, and sedi-
ments. Carbon and ALK fluxes are stoichiometrically linked. C:ALK molar ratios of 1:2 and 117:−17 are applied 
for CaCO3 and POC and the molar weight of carbon is 12.01 g mol −1. Carbon and alkalinity storage in the ocean 
increases by about 600 GtC and 91 Petamol eq, respectively. The majority of the perturbation in the combined 
atmosphere-ocean system (∼521 GtC; 91 Pmol eq) and the reactive ocean sediments (∼334 GtC; 60 Petamol 
eq) is driven by imbalances in the CaCO3 burial-input flux (∼−912 GtC; 152 Petamol eq). Contributions from 
imbalances associated with the POC cycle are small (∼53 GtC; −0.6 Petamol eq) (Figure 2a). Accordingly, the 
majority of change in the reactive ocean sediments is explained by an increased CaCO3 content (∼361 GtC; 
60 Petamol eq) with little contribution from decreased POC storage (∼−27 GtC; 0.3 Petamol eq). The values refer 
to means over the period 500–550 Kyr after the step-change.

3.1.1. Carbon Isotopes

After an initial small increase, resulting from the higher δ 13C signature of the weathering input after the 
step-change (Figure 1c), δ 13C decreases gradually after the step in the atmosphere, ocean, land biosphere (AOB), 
and sedimentary CaCO3 reservoirs. δ 13C in these reservoirs stabilizes at about −0.28‰ lower values after several 
hundred Kyr (Figure 1m). In contrast, δ 13C of sedimentary POC increases relatively fast to peak at around 30 Kyr 
after the step. Afterward, the anomaly decreases slightly to stabilize at about 0.35‰ after several hundred Kyr 
(Figure 1n).

Figure 2. Carbon (a), (c) and carbon isotopic (b), (d) budget for step-changes of +40% in the CaCO3 (a), (b) and −40% in the organic (c), (d) input flux. The changes in 
the inventories of the atmosphere plus ocean plus land biosphere (black dash-dotted line) and reactive ocean sediments (purple dotted line) are compared to cumulative 
input-burial imbalances for CaCO3 (orange dashed line) and POC (green solid line). The anomalies in the inventory of the atmosphere, ocean, land biosphere, and 
reactive sediments equal the cumulative input-burial imbalances at any time.
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Generally, the majority of the carbon isotopic perturbation following a step-change in CaCO3 weathering can be 
attributed to a shift in the fractionation factor during marine photosynthesis. Lower atmospheric CO2 (Figure 1d) 
and therefore lower surface water 𝐴𝐴

[

CO2,𝑎𝑎𝑎𝑎

]

 reduces fractionation during marine photosynthesis (see Table 1). As a 
result, δ 13C of the POC export flux increases, and the mean δ 13C of sedimentary POC peaks about 30 Kyr after 
the step-change in CaCO3 input (Figure 1n). Consequently, δ 13C of the POC burial flux increases, and  13C is 
removed by POC burial-input. This removal causes δ 13C of DIC to decrease (Figures 1m and 2b). The negative 
perturbation in δ 13CDIC is incorporated into newly formed CaCO3 and POC, explaining the gradual decrease in 
δ 13C of the CaCO3 sediment inventory (Figure 1m) and burial flux, and the post-peak decrease in the δ 13C signa-
ture of the POC sediment inventory (Figure 1n).

The δ 13C perturbation budget is shown in (Figure 2b). The accumulated isotopic perturbation in the AOB system 
stabilizes at ∼−9,800 GtC‰ after several hundred kyr (Figure 2b, black line). The change is mainly linked to 
the decrease in the mean isotopic signature of the constituents of the AOB system (Figure 1m); The contribution 
from the change in the carbon inventory of the AOB system is small (not shown). The perturbation in reactive 
sediments accumulates to ∼+1,500 GtC ‰(Figure 2b, purple dotted). This positive perturbation is mainly due 
to the decrease in the sedimentary POC inventory, with further contributions from the change in POC signature 
and from CaCO3.

The equilibration of δ 13C after the change in CaCO3 input is controlled by burial-input imbalances in both 
the CaCO3 and POC cycles (Figure 2b). This is different than for carbon for which burial-input imbalances of 
CaCO3 dominate the response (Figure 2a). The δ 13C perturbation in the AOBS system is stabilized by the cance-
ling effects of POC versus CaCO3 burial-input flux. More  13C atoms are removed by POC burial than added 
by the organic input. Taken the fluxes together,  13C is removed from the AOBS system by the so-called POC 
burial-input flux (green line in Figure 2b). On the other hand, the CaCO3 burial-input flux adds  13C atoms to the 
AOBS system (Figure 2b, orange line).

For further understanding, we attribute the net isotopic fluxes of POC and CaCO3 burial-input according to 
Equation 8 (Figures 3a–3c). The three terms considered are linked to changes in the net burial-input carbon 
flux (Δ(B − I) ⋅ δ0), in the δ 13C signature of the burial flux (ΔδB ⋅ B0), and the perturbations in the burial carbon 
flux and signature (ΔB ⋅ Δ δB) (Figure 3). The majority of the carbon isotopic perturbation in response to a 40% 
increase in CaCO3 input is caused through changes in the δ 13C signatures of the POC and CaCO3 burial fluxes 
(Figure 3b). Changes in the carbon isotopic budget due to the carbon burial-input imbalance (Δ(B-I) δ0) are 
comparably small (Figure 3a). They are larger for CaCO3 than for POC as a result of the larger cumulative change 
in the burial-input flux for CaCO3 than for POC (Figure 2a). For the same reason, the contribution of ΔB ⋅ ΔδB 
is substantially larger for CaCO3 (∼8,000 GtC‰) than POC (∼0 GtC‰) (Figure 3c).

The perturbation in δ 13CDIC varies spatially within the ocean. The surface-to-thermocline gradient in δ 13CDIC is 
reduced after the step in CaCO3 input. In Figure 5a horizontally averaged Δδ 13CDIC is plotted versus time and 
depth. Δδ 13CDIC is on average slightly less negative in the thermocline than in surface and deep ocean waters. The 
differences of Δδ 13CDIC in surface versus Δδ 13CDIC of thermocline and deep waters are small, <0.05‰ on aver-
age (Figure 5c). They are a consequence of reduced fractionation during marine photosynthesis resulting from 
lower 𝐴𝐴

[

CO2,𝑎𝑎𝑎𝑎

]

 . Thus, the POC flux transports a less negative isotopic signal from the surface to the thermocline, 
where most of the POC is remineralized. Changes in circulation could contribute to a different δ 13CDIC gradient 
but variations in modeled ideal age of water masses are very small (<10 years, not shown). The response to a 
40% decrease in CaCO3 input yields a very similar response but with inverse sign (Figures 5b and 5c) and is not 
further discussed here.

In summary, the carbon-climate system equilibrates typically within a few tens of Kyr after the step-change in 
CaCO3 input, whereas it takes several hundred Kyr to establish a new equilibrium for δ 13C signatures. Changes 
in proxy-related variables are a decrease in CO2 and Surface air temperature (SAT), an increase in carbonate ion 
concentration with deepening of the lysocline and higher carbonate preservation, near absent or small responses 
in POC and opal bulk fluxes, and a long-term decrease in δ 13C of atmospheric CO2 and DIC with a slightly 
reduced surface-to-thermocline gradient in δ 13CDIC.

Remarkably, changes in CaCO3 input cause changes in δ 13C of DIC and atmospheric CO2 of several tenths 
of a permil. Such δ 13C changes are comparable to reconstructed changes over glacial–interglacial cycles. Also 
remarkable, the change in δ 13C of CaCO3 and DIC is with −0.2‰ opposite to the change in the signature of 
the input flux of +1.3‰. This is different to expectations of equal change in δ 13C signatures when treating the 
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climate system as one box (e.g., Equation 1 in Schrag et al. (2013)) and neglecting changes in fractionation. The 
contribution of the POC cycle, in particular a smaller isotopic fractionation during marine photosynthesis under 
lower CO2, is key to understanding the isotopic changes. These δ 13C changes become only evident when consid-
ering the reorganization of the carbon cycle within the climate system instead of treating the climate system as a 
single reservoir and when considering POC input and burial fluxes in addition to CaCO3 input-burial imbalances.

3.2. Earth System Response to a 40% Decrease in the Organic Input Flux

A 40% decrease in the organic input flux reduces P and carbon inputs, increases the alkalinity input, and leads to 
an enrichment in the δ 13C signature of the total carbon input (Figures 4a–4d). Similar as for the change in CaCO3 
input, most carbon cycle fluxes and tracers adjust after the step-change toward a new equilibrium on time scales 
of order ∼7.5 Kyr (Figures 4e–4m). Exceptions are the CaCO3 ocean-to-sediment flux which is only tempo-
rarily perturbed (Figure 4m, orange lines), and δ 13C signatures which show changes over several hundred Kyr 
(Figures 4n and 4o). The e-folding timescale for the fit of the atmospheric CO2 perturbation is different from the 
CaCO3 step-change experiment, as the underlying processes differ. While in the case of the CaCO3 step-change 
experiment, CaCO3 compensation is the controlling process, in the case of the organic step-change, an interplay 
between changes in POC export production and burial rates, mediated by changes in the phosphorous inventory 
are at play, as described in detail below.

In response to the step-reduction in carbon input, DIC, atmospheric CO2, and temperature (Figures 4e–4g), as well 
as AMOC decrease. The magnitude is similar to the changes shown in Section 3.1. In the steady state solution of 
the model, the organic input flux contributes about half of the carbon input (Table 2). Modeled changes in the 
atmospheric and marine carbon inventory are thus a direct result of reduced carbon input after the step-change.

The marine P inventory decreases as a result of the reduced P input, limiting biological productivity. Production 
and export of organic material, as well as of CaCO3, decreases by about 23% (Figure 4l). In turn, the POC flux 
to sediments and eventually POC burial decreases by 40%, thereby exactly offsetting the reduction in organic 
matter input at the new equilibrium. Opal export is only reduced by a couple of percents. At the end of the simu-
lation, opal export is reduced in high latitudes as a result of increased sea-ice cover, and increased in low- and 
mid-latitudes (not shown).

In response to reduced DIC, the carbonate ion concentration increases as (𝐴𝐴 CO
2−

3
) ∼ [ALK]-[DIC]) (Figures 4g–4i). 

ALK input and ALK in the ocean changes only little during the first 10 Kyr (Figures 4b and 4h). The shift to a 
higher (𝐴𝐴 CO

2−

3
 )/[DIC] ratio goes hand in hand with an increase in pH (Figure 4k). The increase in (𝐴𝐴 CO

2−

3
 ) causes a 

deepening of the saturation horizon by about 800 m in the North Pacific (in the equatorial Atlantic the saturation 
was already relatively close to the ocean bottom before the step-change in input, leaving little room for further 
deepening Figure 4j). In turn, more CaCO3 is transferred from the ocean to the sediments in the first 50 Kyr 
after the step-change (Figure 4m), despite the ∼23% reduction in CaCO3 export. This CaCO3 transfer lowers the 
ocean's ALK inventory (Figure 4h), and the temporary perturbation in the CaCO3 flux to sediments vanishes 
again (Figure 4m).

These marine carbon cycle changes affect the surface-to-deep ocean gradients in DIC and ALK (Figures  4g 
and 4h; orange vs. green line). The decrease in DIC and ALK is larger in the deep ocean than in the surface, and 
the surface-to-deep gradient in DIC is reduced on global average. These changes in gradients are linked to the 
reduction in POC and CaCO3 export, that tend to remove less carbon and slightly less alkalinity from the surface 
ocean.

Altogether, the AOB reservoir loses ∼1,196 GtC (Figure 2c). This change is driven by a cumulative burial-input 
imbalance in the POC cycle of ∼1,142  GtC with little contribution from the CaCO3 cycle (∼−115  GtC) 
(Figure 2c). The overall increase in carbon storage in reactive ocean sediments (163 GtC) is explained by a gain 
of CaCO3 (∼367 GtC) which is partly balanced by a loss of POC (∼−203 GtC). Again, values refer to means over 
the period 500–550 Kyr after the step-change.

3.2.1. Carbon Isotopes

Similar to the response to changing CaCO3 input, a shift in the isotopic fraction during marine photosynthe-
sis is important for the long-term evolution of δ 13C. Less input of isotopically light organic carbon shifts the 
δ 13C signature of the atmosphere and ocean to higher values at first. Similarly, the δ 13C signature of the net 
ocean-sediment flux of carbon increases. After peaking at around 20 Kyr, δ 13C in the atmosphere and ocean, as 
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well as δ 13C of sedimentary POC and CaCO3 (and therefore also the burial flux) decrease slowly to reach new 
steady-state values after several 100 Kyr (Figures 4n and 4o).

The driving processes of these changes take place on roughly two timescales (Figures 2d, 3d–3f). The timescales 
are caused by the different response times in the carbon (Δ(I − B)) and carbon isotopic budgets. The carbon 
cycle approaches a new equilibrium after multiple millennia and can be seen as constant after roughly 50 Kyr 
(Figure 2c). The positive cumulative imbalance in the isotopically light POC burial-input (Figure 2c, solid green 
line) leads to a reduced removal of  13C from the reactive carbon pools (Figure 2d, solid green line). This causes 
the initial increase in δ 13C in these reservoirs (Figures 4n, 4o, 2d, and 3d). This initial, shorter timescale, is 
reflected in the fit of the δ 13CDIC perturbation for the first 30 Kyr after the step-change (equation in panel n, 
Figure 4).

In contrast, lower atmospheric CO2 and therefore lower 𝐴𝐴
[

CO2,𝑎𝑎𝑎𝑎

]

 lead to less fractionation during marine photo-
synthesis and an increase in δ 13C of sedimentary POC (Figure 4o) and the POC burial flux. Hereby, isotopically 
heavy carbon  13C is continuously removed from the combined AOB carbon pool (Figures 2d and 3e). On times-
cales of multiple 10 Kyrs, the change in signature outweighs the effect of the increased cumulative burial-input 
flux on the carbon isotopic budget and the direction of change in δ 13C signatures is reverted (Figures 4n, 4o, 
and 2d). The longer timescale of this second phase of the δ 13CDIC perturbation is reflected in the fit for t > 30 Kyr 
(panel o, Figure 4).

δ 13C of CaCO3 follows surface ocean δ 13CDIC. The associated isotopic flux (Figures 2d and 3e, dashed orange 
lines) eventually balances the effect of the POC cycle ((Figures 2d, 3d–3f), green lines) on the carbon isotopic 
budget, leading to stable δ 13C in the AOB system after 300 Kyr (Figures 2d and 4n).

The perturbation in the POC export causes a strong perturbation in the surface-to-deep gradient of δ 13CDIC. 
Figure 5e shows the horizontally averaged evolution of the perturbation in δ 13CDIC after the step-like decrease 
in input of organic material. Both, the reduction in the export of POC by about 23% (Figure 4m, green line) and 
the increase of its δ 13C signature (Figure 4o) weaken the overall surface-to-thermocline and the surface-to-deep 
gradient in δ 13CDIC. Changes in the export of labile dissolved organic matter may also somewhat contribute. 
Further, changes in input minus burial fluxes also affect spatial isotopic gradients. A clear perturbation in the 
gradient between the euphotic zone (uppermost two vertical layers in the model) and the underlying waters 
develops, leading to strongly enriched δ 13CDIC perturbation in thermocline and intermediate depth waters, even 
reaching down to the ocean floor, as compared to the surface (see dark red blob in Figure 5e). After about 200 Kyr 
a vertical perturbation pattern with a negative δ 13CDIC perturbation in the surface, a slightly positive δ 13CDIC 
perturbation in the thermocline and intermediate depth waters, and a slightly negative δ 13CDIC perturbation in 
waters below ∼2 km depth has developed and appears to prevail. The surface-to-thermocline gradient is changed 
by ∼0.25‰ and the surface-to-deep gradient by ∼0.15‰ on global average (Figure 5f).

In the case of a 40% increase in organic material input, the spatio-temporal evolution of Δδ 13CDIC is generally 
comparable, however the absolute perturbation in global mean δ 13CDIC is initially smaller and stabilizes at higher 
levels, and changes in the surface-thermocline and surface-deep gradients are smaller. First, the change in the 
overall δ 13C signature of weathering carbon input does not change by the same absolute amount for an increase 
and decrease in organic input. A 40% decrease in organic input changes the overall δ 13C signature of weathering 
carbon input by ∼2‰, while a 40% increase changes it by ∼3‰. The initial perturbation in δ 13CDIC caused by 
the changed input is thus smaller for an increase than a decrease (cf. Figures 5d–5f). Second, while for a 40% 
decrease in organic input, the POC export flux is reduced by about ∼23%, in the case of a 40% increase the POC 
export flux increases by only ∼13%, thus affecting surface-thermocline and surface-deep gradients differently. 
This non-linearity in the carbon isotopic response has to be kept in mind, when interpreting proxy records in light 
of these step-change experiments.

3.2.2. Sensitivity Experiment for Sedimentary P Leaching

Next, we turn to the results from the sensitivity experiment with idealized higher phosphate leaching from sedi-
ments (dashed lines in Figure 4). 30% of the P in organic matter leaving the ocean is immediately “leached back” 
to the water column. In this model setup, the steady-state input flux of P is reduced in comparison to the standard 
run (Figure 4a, solid vs. dashed line).

Generally, the response to a reduction in the organic input flux is amplified in the case of the sensitivity experi-
ment. In particular, the reduction in atmospheric CO2 is 30% larger than in the standard model setup, as are the 
peak perturbations in δ 13C of DIC and CO2 around 20 Kyr. The 40% reduction in the organic input flux translates 
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into a smaller absolute change in input in the sensitivity compared to the standard run, because the steady-state 
input flux of P is smaller (Figure 4a). In turn, P limitation for marine biological production is less severe in 
the sensitivity experiment. This results in slightly less reduced export fluxes of organic matter and CaCO3, as 
compared to the standard run (Figure  4l), translating into temporarily higher net ocean-sediment loss fluxes 
(Figure 4m; dashed vs. solid lines). The higher loss of POC and CaCO3 causes DIC (and to a lesser extent ALK) 
and CO2 to decrease more in the sensitivity than standard setup.

Differences in the isotopic perturbation can be readily understood from differences in the burial-input fluxes and 
an even further reduced fractionation during marine photosynthesis owing to the lower CO2 concentration (see 
Table 1 and Figures 4e, 4m, and 4o). The majority of the carbon isotopic perturbation is again driven by the POC 
cycle (cf. Figures 2c and 2d). The burial-input imbalance in the POC cycle is larger in the sensitivity experiment 
with preferential phosphate leaching from sediments, as compared to the standard organic input step-change 
experiment. This leads to an amplified increase in the δ 13C signature of the reactive carbon pools (see the larger 
perturbation in δ 13C in Figures 4n and 4o). At the same time, lower atmospheric CO2 and thus lower 𝐴𝐴

[

CO2,𝑎𝑎𝑎𝑎

]

 
lead to less fractionation during marine photosynthesis and an increase in δ 13C of the POC burial flux. In total, 
this leads to initially higher positive δ 13C values in the atmosphere and ocean for the sensitivity experiment with 
subsequent declines in differences (Figures 4n, 6b, and 6d).

3.3. Scalability of Step-Change Responses

Here, we address the linearity of responses in carbon and carbon isotopes to step-changes of different magnitudes 
(Figure 6). In a linear system, the responses shown in Figures 1 and 4 would be independent of the magnitude of 
the step-change. Then, the impact of any evolution of changes in CaCO3 or organic matter input could be exactly 
described with the help of the responses or Green's functions shown in Figures 1 and 4. While the carbon cycle 
is known to be non-linear, near-linear behavior may still emerge within certain limits of change. In Figure 6 we 
compare the responses in CO2, DIC, and their δ 13C signatures from eight step-change simulations where CaCO3 
or organic matter input was changed at nominal time t = 0 over a wide range (−80%–+80%). All responses are 

Figure 3. Cumulative contribution of the burial-input flux to the carbon isotopic perturbation for a (a, b, c) 40% increase in the CaCO3 and a (d, e, f) 40% decrease 
in the organic input flux. The contribution is split into changes in the (a), (d) carbon flux (δ0 ⋅ΔF), the (b), (e) δ 13C signature (Δδ⋅F0) of the flux, and their (c), (f) 
combination (Δδ ⋅ΔF).
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Figure 4. Timeseries evolution of the forcing (a–d) and a set of Earth system properties (e–o) simulated with Bern3D for a 
40% decrease in the organic input flux. Dashed colored lines show results from the sensitivity experiment with a sedimentary 
C:P ratio of ∼152:1. For better visibility, data in panels (f, l, m, and n) (only CaCO3) is shown as 100 yr running means. 
Surface refers to upper 100 m. The green line for POC is hidden by the orange line for CaCO3 in panel (l). Note that the fits 
given in the figure refer to a −1% change in organic input.
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normalized to a step increase in CaCO3 or decrease in organic matter input of 40% for comparison with the 
experiments discussed above. The responses for steps within ±40% are visually highlighted and linked by blue 
(for CaCO3) and red (for organic matter) shading. The responses for larger step-changes are not further discussed.

Generally, linearity is higher for step-changes in the CaCO3 input as compared to organic matter input. Changes 
in DIC, δ 13Catm, and δ 13CDIC are near-linear in the case of step-changes in CaCO3 input, although non-linearities 
increase somewhat with time by up to ±14–16% relative to the overall change at 100 Kyr (Figures 6b–6d). The 
largest uncertainties are associated with the response in CO2, where the mean response is −39 ppm, with a spread 
of ±7 ppm (±18%) after 100 Kyr and the range between +40% and −40% CaCO3 input. The response in CO2 
is larger for a reduction than an increase in CaCO3 input of equal magnitude (Figure 6a). In case of the other 
variables, the spread after 100 Kyr is ±4% for DIC, ±16% for δ 13Catm, and ±16% for δ 13CDIC. For step-changes in 
the organic input, near linearity is found for changes in DIC (spread: ±7%) and, to a lesser extent, for atmospheric 
CO2 (±7 ppm, ±14%), δ 13Catm (±20% relative to peak change), while the spread covers 0.2‰ (±37% relative to 
peak change) for δ 13CDIC after 100 Kyr and the range between +40% and −40% organic matter input.

In summary, the assumption of a near-linear response appears reasonable for changes in organic matter and 
CaCO3 input within ±40% around the mean state. Thus, the response functions displayed in Figures 1 and 4 
broadly characterize the response to changes in CaCO3 and organic matter input, enabling the construction of a 
simple emulator to simulate responses to time-varying input in a cost-efficient and transparent way as done in 
Section 4.2.

Figure 5. Hovmoeller-type diagram of the δ 13CDIC perturbation for step-changes of (a), (d) +40% in the CaCO3 and organic input fluxes, (b), (e) −40% in the CaCO3 
and organic input fluxes, and (c), (f) timeseries of the surface (euphotic zone)-to-thermocline (∼600–700 m) and surface-to-deep (2.5–3.5 km) gradient for the 
respective simulations with the Bern3D model.
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4. Discussion
State-of-the-art Earth System Models or Earth System Models of Intermediate Complexity that explicitly repre-
sent processes on a 3-dimensional spatial grid and sub-annual time scales are computationally too expensive 
for simulations exceeding millions of years. However, the characteristic spatio-temporal responses of such 
complex models may be used to build cost-efficient substitute models (Section 2.3) that account for the underly-
ing spatio-temporal complexity of the involved processes. In the future, such models may also include spatially 

Figure 6. Normalized response functions. Change in (a) CO2, (b) δ 13Catm, (c) dissolved inorganic carbon, and (d) δ 13CDIC to step-changes in the input of CaCO3 (blue), 
organic material (red), and organic material with a different C:P ratio (black, see Section 2.2). Step-changes range from −80% to 80% in 20% increments (size of the 
markers). Results are scaled to an increase of 40% in the case of CaCO3 and a decrease of 40% in the case of organic material. Shadings indicate the range from the +40% 
to −40% step in input. Triangles are slightly offset in x-direction for visibility and black triangles show results only for an in-/decrease of 40% in the organic input flux.
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explicit weathering or ice sheets. The Green's response functions from the Bern3D Earth System Model of Inter-
mediate Complexity for changes in the net input of organic matter and CaCO3 may also be viewed as a first step 
toward bringing spatial scales to modeling the carbon cycle over periods of many millions of years. In such long 
simulations, the AOB, and interactive sediments are usually taken as single reservoirs which differs from our 
approach, as we here explicitly consider the transfer of carbon, alkalinity, and phosphorus between these reser-
voirs and within the ocean. Further, future work may expand the scope of this study by investigating Green's 
responses for variations in CaSiO3 weathering and associated climate feedbacks using spatially resolved models.

The response timescales and amplitudes to perturbations in the input from the lithosphere are governed by the 
interplay between ocean circulation and air-sea exchange, nutrient transport to the ocean surface, marine biologi-
cal productivity and the export of biogenic particles, and remineralization and redissolution of biogenic particles 
within the water column and sediments. Spatial gradients within the ocean and ocean sediments are impor-
tant. For example, the removal rate of δ 13C perturbations is significantly modified by δ 13C gradients within the 
ocean, influencing the isotopic composition of the burial flux of organic and CaCO3 particles in the lithosphere 
(Jeltsch-Thömmes & Joos, 2020). Further, the development of spatio-temporal gradients in response to changes in 
weathering input could be important to consider in the interpretation of palaeo-records, as the perturbation might 
look very different, depending on ocean depth (cf. Figure 5).

The long timescales and the spatial complexity associated with burial-input imbalances and the carbon cycle is 
a challenge when investigating the glacial–interglacial variations of the past few million years. Box models may 
not fully resolve spatial gradients, whereas glacial–interglacial simulations are computationally too expensive 
with weathering-sediment-enabled Earth System Models (Lacroix et al., 2020) and are even demanding for Earth 
System Models of Intermediate Complexity (e.g., Colbourn et al., 2013; Ganopolski & Brovkin, 2017; Menviel 
et al., 2012; Willeit et al., 2022). Cost-efficient substitute models, representing faithfully the response of spatially 
resolved models, provide an alternative.

In brief, evaluating the response to a step-like change reveals underlying system dynamics and spatio-temporal 
response characteristics. This is useful for model-model comparison and for understanding the model responses 
to a perturbation. Further, the response can be used to build a cost-efficient substitute model (or emulator) to 
explore different forcing histories over long time scales (see Section 4.2).

4.1. Uncertainties and Limitations

We apply an Earth system model of intermediate complexity. The use of the Bern3D model enables us to conduct 
600 Kyr long simulations considering fluid dynamics, biogeochemical processes, and marine sedimentation in 
a spatially resolved 3-dimensional setting. This is a progress compared to box models or 2-dimensional ocean 
models, typically applied for such long time scales. However, many processes are still represented by simplified 
parameterizations and some of these, as, for example, the dissolution rate constants in the marine sediments or the 
remineralization of organic matter in the water column, rely on global uniform parameter choices.

Another limitation relates to the stoichiometric ratios used in the model. The question of the C:P ratio in marine 
sediments and preferential P leaching to the ocean is discussed in the literature (e.g., L. D. Anderson et al., 2001; 
Delaney, 1998; Ingall & Jahnke, 1994). Under low oxygen conditions, for example, P is preferentially regenerated 
from marine sediments, (e.g., Ingall & Jahnke, 1994). This could lead to a positive feedback loop where more P 
is brought to the ocean surface enhancing primary production and organic matter export, and, in turn, enhanc-
ing organic matter transport to and remineralization at depth, further depleting bottom water oxygen through 
consumption of oxygen during remineralization (e.g., Kemena et al., 2019; Niemeyer et al., 2016; Palastanga 
et al., 2011; Van Cappellen & Ingall, 1994; Wallmann, 2010; Watson, 2016). Release of additional P from sedi-
ments could have a strong impact on δ 13C (see e.g., Tschumi et al., 2011, for a step-increase in the ocean's P inven-
tory). In the current setup of the Bern3D model, we assume constant Redfield ratios in the ocean and sediment. 
Further, in the standard step-change experiment of the organic input flux, the same constant C:P ratio of 117:1 is 
applied. To address this limitation, we conducted an additional experiment, where 30% of the P entering marine 
sediments in the model is immediately released back to the ocean (see Section 2.1). While the quantitative results 
differ, the qualitative response is similar for the experiment with and without this idealized enhanced P leach-
ing. Model formulations could be revised in the future for varying C:P ratios, preferential P leakage from sedi-
ments under low oxygen concentrations as done in the HAMOCC and UVic models (e.g., Kemena et al., 2019; 
Niemeyer et al., 2016; Palastanga et al., 2011), and variable stoichiometric ratios for biological production, for 
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example, Matsumoto et al.  (2020). Lacroix et al.  (2020) further discuss the question of C:P ratios of riverine 
weathering input of organic material. While terrestrial dissolved organic matter exhibits very high C:P ratios 
of up to 2583:1 (Compton et al., 2000; Meybeck, 1982), the ratio is uncertain in POM, with a range of 56–499 
(Compton et al., 2000; Meybeck, 1982; Ramirez & Rose, 1992). In the experiments here, weathering of terrestrial 
dissolved organic material is not considered and the input flux Forg is assumed to originate from previously buried 
organic matter. In line with Lacroix et al. (2020), the C:P ratio of this Forg flux from the litosphere is the same as 
of oceanic POM.

For the evolution of δ 13C, the organic matter cycle and fractionation during marine photosynthesis play an impor-
tant role. Here, this fractionation is described using the empirical relationship with dissolved CO2 by Freeman 
and Hayes (1992). Additionally, there are other environmental factors besides dissolved CO2 that might affect 
fractionation during marine photosynthesis (Goericke & Fry, 1994). Jahn et al. (2015) implemented three param-
eterizations in their ocean model. One where fractionation varies with dissolved CO2 and two also considering 
phytoplankton growth rates. Overall, all three parameterizations lead to the expected pattern of high δ 13CDIC 
in surface waters and low δ 13CDIC values in water that has been out of contact with the atmosphere for a long 
time. Liu et al. (2021) found good δ 13C data-model agreement for discrimination varying with dissolved CO2 
according to Popp et  al.  (1989), while the agreement was less favorable with a parameterization additionally 
varying with local phytoplankton growth rates (Laws et al., 1995). These findings lend indirect justification for 
applying the parameterization of Freeman and Hayes (1992), which is similar to that of Popp et al. (1989). While 
the application of alternative parameterizations would somewhat affect the quantitative findings of this study, 
the main messages would likely remain unchanged. A shift in the isotopic fractionation during photosynthesis 
due to altered dissolved CO2 would change the isotopic signature of the burial flux and the evolution of δ 13C in 
the  ocean-atmosphere-land biosphere-sediment system.

Finally, another uncertainty regarding the evolution of the δ 13C perturbation is related to the use of the simple 
4-box representation of the land biosphere with constant fractionation. This simplification is expected to have 
a minor impact on multi-millennial timescales as the land biosphere stores only around 5% of the carbon in the 
combined atmosphere-ocean-land biosphere-sediment system.

4.2. Scenarios for the Past 800,000 Years: Application of the Green's Function Substitute Model

We apply the Green's function emulator (Equation 9; Section 2.3) to easily investigate different scenarios for 
changes in CaCO3 weathering and organic matter input over the past 800,000  years. We use the normalized 
responses to the +40 and −40% step-change in input for CaCO3 and organic matter. Uncertainty ranges and 
best estimates are computed by using the normalized responses to the +40% and −40% step-change in input for 
CaCO3 and organic matter and the average of both responses, respectively. This emulator is an approximation and 
non-linear interactions with carbon cycle changes other than those related to changes in weathering input are not 
taken into account. The aim of this exercise is not to provide conclusive answers how past changes in input fluxes 
affected atmospheric CO2 and the carbon cycle, but rather to illustrate the usefulness of the Green's function 
approach to explore different scenarios and hypotheses.

In the first scenario, we apply the 0-dimensional version of the RokGeM v0.9 model (Colbourn et al., 2013) 
where CaCO3 input is a function of atmospheric CO2 (Bereiter et al., 2015) and global mean SAT. SAT evolution 
is computed by linearly scaling the Antarctic temperature reconstruction of Jouzel et al. (2007), assuming a differ-
ence in SAT between preindustrial (PI) and Last Glacial Maximum (LGM) of 5.5 K, at the lower end of estimates 
reported by Tierney et al. (2020). RokGeM yields CaCO3 weathering to be about 40% lower at LGM than PI 
(Figure 7, turquoise). This is in contrast to Börker et al. (2020) who suggest CaCO3 weathering to be about 30% 
higher at LGM than PI. In our second scenario, we linearly scale the δ 18O record of Lisiecki and Raymo (2005) 
to yield an LGM-PI difference of +30% in CaCO3 input.

The scenario based on Börker et al. (2020) yields LGM minima of up to ∼15 ppm lower than at PI. In contrast, 
the scenario based on RokGem yields up to more than 20 ppm higher CO2 during glacials (Figures 7a and 7b). 
Overall, differences between the two literature-based scenarios are up to 35 ppm or about a third of the glacial–
interglacial CO2 amplitude. Similarly, changes in global mean deep ocean (>1 km) 𝐴𝐴 CO

2−

3
 are opposite and differ-

ences between the two scenarios are up to 18 mmol m −3. Generally, CO2 and 𝐴𝐴 CO
2−

3
 follow changes in weathering 

without much delay and capture some multi-millennial features of the forcing, while δ 13CDIC shows a strongly 
smoothed signal. Variations in δ 13CDIC are on the order <0.05‰ (for reference, the PI-LGM difference amounts 
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to 0.34 ± 0.19‰, C. D. Peterson et al. (2014)) and the timing of maxima/minima does not directly mirror changes 
in the forcing (Figure 7d).

In the third scenario, we adopt the “shelf-weathering” hypothesis by Wallmann et  al.  (2016), where input of 
organic-derived material to the ocean is elevated during periods of low sea level. Taking their PI-LGM change in 
POC weathering at face value (see panel (h), Figure 3 in Wallmann et al., 2016) translates into a ∼10% change of 
the total organic input in the Bern3D model. This PI-LGM difference in forcing is then scaled with δ 18O (Lisiecki 
& Raymo, 2005) to yield a forcing history of the past 800 Kyr (Figure 8a). This yields CO2 changes of up to 
∼10 ppm with higher CO2 during glacials than interglacials (Figure 8b). Changes in δ 13CDIC are on the order of 
0.05‰ with lower values during glacials. This means that about 15% of the observed PI-LGM δ 13CDIC change 
(C. D. Peterson et al., 2014) could be attributed to changes in input from shelves. Contrary to changes in the 

Figure 7. Two contrasting literature-based CaCO3 weathering scenarios. (a) Prescribed changes in CaCO3 weathering input (magenta: +30% in Last Glacial Maximum 
(LGM), based on reconstructions of CaCO3 weathering by Börker et al. (2020) and scaled with δ 18O (Lisiecki & Raymo, 2005); Turquoise: as calculated with the 
Rock Geochemical Model RokGeM v0.9 (Colbourn et al., 2013), where maximum LGM cooling of 5.5 K is scaled with the Antarctic temperature reconstruction by 
Jouzel et al. (2007)). Changes (relative to PI) in (b) atmospheric CO2, (c) deep ocean (>1 km) 𝐴𝐴 CO

2−

3
 , and (d) global mean δ 13CDIC as emulated using the responses of 

the step-change experiment. The first glacial cycle was repeated twice before starting the standard run at 800 Kyr (thick lines). Upper and lower uncertainty bounds 
(shading) and best estimates (lines) are computed by using the normalized responses to the +40 and −40% step-change in input for CaCO3 and organic matter and the 
average of both responses, respectively. Sensitivity simulations, illustrating the drift associated with a “cold start,” were started directly at 800 (thin solid lines), 150 
(thin solid lines), and 130 kaBP (thin dashed lines); results show that initial conditions affect simulated CO2 for several ten thousand years and δ 13C for several hundred 
thousand years.
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CaCO3 weathering, the signal in Δδ 13CDIC is less smoothed and the timing reflects the forcing history (Figures 8a 
and 8d). This is likely a results from the initial strong perturbation in δ 13CDIC resulting from changes in the input 
δ 13C signature (see Figures 3n, 5d–5f and Section 3.2).

Multi-proxy evidence suggests that glacial–interglacial CO2 variations are driven by different carbon cycle 
processes, with partly offsetting impacts on δ 13C and other proxies (Jeltsch-Thömmes et al., 2019). Hypotheses 
invoking changes in weathering or coral reef growth (Berger, 1978) to explain low glacial atmospheric CO2 imply 
an open-system ocean increase in alkalinity and 𝐴𝐴 CO

2−

3
 (cf. Figures 1g and 1h), and a deeper lysocline (Figure 1i) 

compared to interglacial conditions. However, observational evidence suggests small glacial–interglacial changes 
in the lysocline depth and 𝐴𝐴 CO

2−

3
 concentrations (Yu et al., 2014). Changes in alkalinity in response to weathering 

or coral reef growth changes cannot be the sole driver of glacial–interglacial CO2 change. Yet, these processes, as 
well as changes in the input of organic material, should not be neglected for explaining glacial–interglacial CO2 
and proxy change, as these processes likely contributed to the overall variations.

Finally, we address how well the emulator captures the Bern3D response. To this end, three additional 100 Kyr 
long test simulations were performed where CaCO3, organic, and CaCO3 and organic input fluxes were varied 
(see Supporting Information S1). Generally, the emulator faithfully reproduces results from the Bern3D model. 

Figure 8. As Figure 7 but for a scenario with varying input of organic-derived material (P:C:ALK = 1:117:−17 and δ 13C = −20.42 ‰), based on 
Wallmann (2014) and Wallmann et al. (2016).
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The root mean square differences between the emulator and Bern3D are <5% of the simulated amplitude in 
atmospheric CO2, and deep ocean (>1 km) 𝐴𝐴 CaCO

2−

3
 and δ 13CDIC; the difference is larger (15%) when comparing 

it to the small δ 13CDIC signal under varying CaCO3 input, but still small in absolute terms with a root mean square 
difference of 0.001 ‰ only (see Figure S1 and Table S1 in Supporting Information S1). Differences between 
results from a substitute model and its parent model may become larger when combining several forcings. For 
example, Jeltsch-Thömmes et al. (2019), combining seven forcings in Bern3D and a substitute, find differences 
in the amplitude of deglacial change of less than 10% for δ 13C of atmospheric CO2 and DIC and almost 30% for 
atmospheric CO2.

4.3. How to Initialize Earth System Models: The Glacial-Interglacial Cold Start Problem

The long adjustment timescales of carbon and δ 13C to perturbations in input-burial imbalances pose a serious 
challenge for model initialization. Initial conditions affect the evolution of CO2 and δ 13C over several ten thou-
sand and hundred thousand years, respectively. In the standard setup of the emulator, the forcing history of the 
first glacial cycle is repeated twice, before starting the simulation at the nominal year 800 kaBP. We illustrate the 
impact and potential biases of such a “cold start” (Hasselmann et al., 1993) by starting the emulator at 800 kaBP, 
the beginning of our scenarios, at 150 kaBP, that is, close to glacial maximum conditions, and at 130 kaBP, near 
the beginning of the last interglacial.

The initial trends in CO2 and 𝐴𝐴 CO
2−

3
 deviate strongly from standard results during many millennia (thin vs. thick 

lines in Figure 7) for all three sensitivity runs. This initial drift obscures the signals found in the standard run. 
For δ 13C, deviations extend as expected over several hundred thousand years. Results for δ 13C of the simulations 
started at 150 and 130 kaBP are useless and highly misleading. The simulated change in δ 13CDIC over the last 
glacial–interglacial cycle is about four times larger in the runs started at 150 and 130 kaBP than the variations in 
the standard run.

The initial adjustment after a cold start is an intrinsic property of the Earth system as implemented in the parent 
Bern3D model (see Figures 1 and 4) and inherited by the emulator. The results highlight that models used to 
simulate the last deglacial or glacial–interglacial cycles and featuring input and burial fluxes must be carefully 
initialized to avoid wrong results and interpretations.

5. Conclusions
We conducted idealized, 600-Kyr-long simulations following a step-change in the input fluxes of DIC, ALK, 
P, and δ 13C from the lithosphere to the ocean. The purpose is to investigate response timescales and underlying 
processes. To this end, we assumed changes in a conceptual input flux releasing the elements of isotopically 
depleted, former organic matter (Forg; P:ALK:DIC = 1:−17:−117 with δ 13C = −20.42‰) or from CaCO3 weath-
ering (𝐴𝐴 𝐴𝐴CaCO3

 ; ALK:DIC = 2:1 with δ 13C = 2.88‰).

A remarkable result is the differences in the response timescales for atmospheric CO2 and climate versus that 
of the stable carbon isotope ratio, δ 13C. Equilibrium is approached after a few ten thousand years for CO2 and 
climate but only after a few hundred thousand years for δ 13C in the atmosphere, land biosphere, ocean, and 
reactive sediments (Figures 1 and 4). For CO2, and similar for climate and other carbon-cycle parameters such 
as DIC, alkalinity, 𝐴𝐴 CO

2−

3
 , pH, saturation horizon, export production, and sedimentary burial fluxes, an e-folding 

adjustment occurs with a timescale of ∼7,500 years for the step in Forg and ∼9,900 years for the step in 𝐴𝐴 𝐴𝐴CaCO3
 . 

For δ 13C, a long-term e-folding adjustment occurs with a timescale of ∼110,000 years for the step in Forg and 
∼60,000 years for the step in 𝐴𝐴 𝐴𝐴CaCO3

 .

The process chain for establishing a new isotopic equilibrium is similar for both perturbations. Isotopic fraction-
ation during marine photosynthesis is diminished due to lower dissolved CO2 in the surface ocean. This causes 
an increase in δ 13C of newly formed organic matter. In turn, a larger burial of  13C is mediated by organic matter 
burial. This larger  13C burial, in concert with smaller photosynthetic fractionation, causes δ 13C of DIC and newly 
formed CaCO3 to decrease. In turn, a larger burial of  13C is mediated by CaCO3 burial which compensates for the 
reduced  13C burial by organic matter at the new equilibrium.

The compensating role of organic matter and CaCO3 burial highlights that both cycles must be considered when 
interpreting glacial-interglacial or longer-term changes recorded in the δ 13C proxy records. The often-held view 
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that changes in the CaCO3 cycle do not substantially impact δ 13C, because isotopic signatures are similar for 
CaCO3 and DIC, is not viable on multi-millennial timescales. Similarly, the neglect of organic matter cycling in 
sediment-burial models causes biases.

Ocean processes should ideally be represented in a spatially resolved model setting when simulating δ 13C vari-
ations. The process chain governing the adjustment of δ 13C causes spatial gradients of δ 13C and other trac-
ers within the ocean. For example, the change in the organic matter input-burial balance substantially changes 
the surface-to-deep δ 13C gradient. Similarly, circulation and biogeochemical changes under orbital forcing are 
expected to have distinct spatial imprints with implications for the sediment burial-nutrient feedback (Roth 
et al., 2014; Tschumi et al., 2011).

The application of a step-change in input allows for probing the so-called Green's function response. The normal-
ized responses are used to build a simple, cost-efficient emulator of the spatially resolved, dynamic model. Simu-
lating 1 million years takes a few seconds with the emulator, while it would take about 3 months using Bern3D. 
The emulator is applied in a range of literature-based scenarios for the past 800,000 years to estimate carbon 
cycle changes to plausible time-varying input fluxes from the lithosphere or shelves. These reveal differences in 
simulated CO2 of up to a third of the reconstructed glacial–interglacial amplitude, and differences in 𝐴𝐴 CO

2−

3
 , and 

small (0.05–0.1 ‰), but non-negligible, changes in δ 13C. Our emulator is probably most useful for periods with 
a close-to-modern continental configuration. However, Green's function emulators could also be valuable for 
studying Earth's long history.

The long adjustment time scales of ten thousand years, and even a hundred thousand years for δ 13C, pose a serious 
challenge for sediment-enabled model simulations. The model needs to be initialized carefully to avoid model 
drift obscuring the responses to any applied forcing, rendering results misleading and useless, as exemplified in 
cold-start simulations with the emulator.

Our results highlight the importance to consider weathering–burial (input–output) imbalances and interactions 
between the atmosphere-ocean-land biosphere system and reactive ocean sediments in modeling studies that 
investigate CO2 and δ 13C on multi-millennial and longer timescales. A thorough understanding of the mecha-
nisms affecting atmospheric CO2, δ 13CDIC, 𝐴𝐴 CO

2−

3
 and other carbon cycle parameters will help in the interpretation 

of paleo-records. Already small imbalances in the burial-input cycle can have large effects on carbon and carbon 
isotopes in the Earth system and are thus likely candidates to have contributed to the reconstructed glacial–
interglacial variations.
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