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CO, and non-CO,, radiative forcings in climate projections for 21st
century mitigation scenarios

K. M. Strassmann - G.-K. Plattner - F. Joos

Abstract Climate is simulated for reference and mitigationindividual RF agents to the magnitude and the rate of tem-
emissions scenarios from Integrated Assessment Models yserature change over time, as well as the mitigated temper-
ing the Bern2.5CC carbon cycle-climate model. Mitigationature change. A particular emphasis is placed on the rate of
options encompass all major radiative forcing agents. Tenchange in global mean temperature, which codetermines the
perature change is attributed to forcings using an impulsémpact of climate change and the costs of adaptation. By fo-
response substitute of Bern2.5CC. The contribution 0§ COcusing on temperature rather than RF we are able to capture
to global warming increases over the century in all scenatime lags of the climate system response. We also consider
ios. Non-CQ mitigation measures add to the abatement ofnitigation in the context of sea level rise as an importantim
global warming. The share of mitigation carried by £0 pact on a longer timescale, and of risks associated with high
however, increases when radiative forcing targets are lovlevels of CQ through effects other than global warming.

ered, and increases after 2000 in all mitigation scenarios. We i figat t of ref d mitigati
Thus, non-CQ@ mitigation is limited and net C@emissions € investiga ? a_ setotre ere”F’e and mitiga 'O',q scenar-
ios for global emissions of the major anthropogenic green-

must eventually subside. Mitigation rapidly reduces the su
fate aerosol loading and associated cooling, partly maslb—Ouse gases (GO CHs, N20O, halocarbons, S, aerosol

ing Greenhouse Gas mitigation over the coming decadet pd trohpostptr;]grlc oz;)ne pI\rAeCL:rs?rtShQSOO, NQ' VOCs)
A profound effect of mitigation on C®concentration, ra- roughout this century. Viost ot the scenarios were gen-

diative forcing, temperatures and the rate of climate changeéﬁle:dzis '\3/3” oftthte Fg%rgg Mo_flhelmg Folr:JT progegtA21
emerges in the second half of the century. ( -21) (Weyant et al. ), with several Integrated As-

sessment Models (IAM): AIM (Fujino et al. 2006), EPPA
(Reilly et al. 2006), IMAGE (Van Vuuren et al. 2006),
) IPAC (Jiang et al. 2006), MESSAGE (Rao and Riahi 2006),
1 Introduction MiniCAM (Smith and Wigley 2006). These IAMs are well

_ o . . known for providing comprehensive scenarios to climate
This study assesses the role of 'nd'V'dl_J"?‘I rgd|at|ve fcgcm modellers, inter alia the SRES illustrative scenarios used
(RF) agents in climate change and mitigation of CIIr‘n""tein the IPCC reports (Nakicenovic and Swart 2000). Sum-

change in emission scenarlos for the 21st century. GIObE?'hary IAM model descriptions are given in Van Vuuren et al.
mean surface temperature is a central proxy for many of th¢2008)

impacts of climate change. We analyse the contributions o
The EMF-21 project is a collaboration of modelling
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sector. In EMF-21, special attention was given to nonCO
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Bern, Switzerland ture and storage facilities (CCS). Some of the IAMs partici-
G.-K. Plattner pating in EMF-21 (MiniCAM, EPPA/ISGM, MERGE) also
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The IAMs represented here feature representations at al. 2006). Here we explore how this evolution of the miti-
the energy system and other parts of economy, such as tradation portfolio affects global mean surface temperatimes
and agriculture, on varying levels of spatial and process denitigation scenarios.
tail. Scenarios are generated by minimizing the total syste Mitigation scenarios have been widely used to investi-
costs under the constraints set by societal drivers (pepulgate options and measures to “achieve stabilisation ofigree
tion, welfare, technological innovation). Most scenados  house gas concentrations in the atmosphere at a level that
related to SRES “storylines” (Nakicenovit and Swart 2000would prevent dangerous interference with the climate sys-
(Tab. 1). Adding a constraint on radiative forcing leads totem” (United Nations 1992). Comprehensive multigas mit-
scenarios with policies specifically aimed at mitigationt{m jgation scenarios as used in this paper, however, have only
igation scenarios). Mitigation policies can be assessed bycently become available. Earlier mitigation scenaries a
comparing these mitigation scenarios with correspondingnuch less comprehensive in terms of relevant processes and
scenarios that are not constrained to a forcing targetrtrefeforcing agents considered. They focus strongly o GBd

ence scenarios). The cost of climate change impacts is nghly a few consider non-COagents (Schimel et al. 1997;
explicitly considered in this scenario generation process  Metz et al. 2001).

The mitigation scenarios analysed here are constrained The working group | parts of the IPCC Third and Fourth
by stabilisation of total RF in the period 2100 to 2150 (RFAssessment reports (TAR, AR4) discuss Qncentration
target). All IAMs provided a multigas mitigation scenario stabilisation profiles, which implicitly are mitigationesgar-
with the common EMF-21 target of 4.5 WrAwith respect  jos (Enting et al. 1994; Wigley et al. 1996; Prentice et al.
to the preindustrial state (taken as the year 1765 in the sim001; Cubasch et al. 2001; Meehl et al. 2007; Plattner et al.
ulations). Additional scenarios are included with RF té&sge 2008). In contrast to the emission scenarios used here, in
ranging from 2.6 Wm? to 5.3Wnt 2 (Tab. 1). CO, stabilization profiles the Cemissions are inferred

IAMs draw on a wide range of technological options rep4in a top-down manner from predefined concentrations. The
resentative of the current scientific debate to reduce GH®ole of non-CQ GHGs in mitigation and stabilisation is not
emissions in mitigation scenarios. Feasibility of thessthte considered. Neither of the two IPCC working group | re-
nologies is an implied assumption and is not addressed egerts include climate projections based on bottom-up multi
plicitly. This is true also for the reference scenarios,shhi gas mitigation scenarios, which infer emissions from gen-
feature important efficiency improvements unprompted byeral development trends through explicit and detailed mod-
mitigation policies. It has been argued that baseline emi®lling of technological processes. Some participant gsoup
sions could be much higher if technological development isn EMF-21 have reported results from climate projections
less effective as assumed Pielke et al. (2008). The feigibil of their IAM in the EMF-21 special issue on multigas sce-
of additional improvements is presumably no less uncertaimarios. A more detailed investigation of climate projectio
Riahi et al. (2007) have addressed these issues by analyzifay multigas scenarios has been published recently foethre
the contribution of selected technology clusters to mitigalAMs (MiniCAM, EPPA/ISGM, MERGE) by Levy Il et al.
tion with respect to several reference scenarios and ardiff (2008).
ent levels of stringency. As already in Rao and Riahi (2006), e further analyse climate projections for a set of ref-
they emphasize the diversity of the mitigation portfoliatb erence and mitigation scenarios from six different IAMs
also demonstrate that carbon sink technologies are consiFab. 1). Included are scenarios earmarked for simulations
tently part of solutions to stringent forcing constraints. with Earth System Models (ESM) and Earth System mod-

All IAMs represented here include options for non-£0 els of intermediate complexity (EMIC) for the next IPCC
mitigation that are cheaper than g@itigation, and the Assessment report (AR5), termed Representative Coneentra
multigas mitigation scenarios generally imply lower coststion Pathways (RCP, Tab. 1). By using one EMIC to simulate
than corresponding Conly scenarios (Fujino et al. 2006; RF and temperature across emission scenarios from a group
Jiang et al. 2006; Rao and Riahi 2006; Reilly et al. 2006pf different IAMs, it is possible to separate general robust
Smith and Wigley 2006; Van Vuuren et al. 2006). On thetrends from model-dependent features. The range of global
other hand, non-COmitigation potentials are bounded by temperature projections for these mitigation and refezenc
the total amount of non-C{emissions in the reference sce-scenarios is discussed in Van Vuuren et al. (2008). Here we
narios, which remain inferior to the required €@duction  show how the different forcings (GHG and aerosols) give
over the century. Since models minimize mitigation coststise to the projected temperature evolution over this agntu
they produce mitigation scenarios that begin mostly with reand how each of them affects this path as a result of various
ductions of non-C@ gases and then follow with more ex- degrees of mitigation efforts. Specifically, we analys¢h@
pensive CQ mitigation. This is a well-known result that has contribution of forcing agents to climate change in the past
been reported by several participant groups in EMF-21 (e@nd up to 2100, (ii) the role of forcing agents for mitigation
Rao and Riahi 2006; Smith and Wigley 2006; Van Vuuren(iii) the mitigation effect on the rate of global mean temper



Table 1 Scenario overview. The SRES storyline is indicated whegiegble; quantitative interpretations of storylineswaccross models.
Radiative forcing targets corresponding to the year 21@Oirdicated for mitigation scenarios. For each scenarie,vilues of key climate
indicators in the year 2100 are listed as simulated withdgehmodel settings. Rates of change are means over thettelof the century. The
calculation of CQ and RF in IAMs and Bern2.5CC differs, therefore forcing &isgdo not necessarily equal the RF simulated here.

Climate indicators for 2100

Target EMP RCP CO, COpf RF RRnxd T aRE a
(Wm~?) ppm  ppm  (Wm?) (Wm?) (C) (WmE) (&)
AIM (B2)

Ref x 647 884 6.2 6.5 31 041 030

45 x 530 598 4.1 45 24 015 013
EPPA

Ref 900 1507 9.0 9.0 45 082 054

45 x 589 720 5.1 5.1 28 013 012
IMAGE (B2)

Ref 727 990 6.2 6.6 32 028 028

5.3 620 717 5.1 5.3 28 016 013

45 x 565 665 4.7 4.7 27 010 013

3.7 485 573 3.9 3.9 24 003  0.09

2.9 x 434 495 3.1 3.1 20 010  0.01

2.6 x 400 457 2.7 2.6 1.8 -015 -0.02
IPAC (B2)

Ref 711 1008 6.9 7.0 34 039 026

45 x 552 725 5.1 5.1 28 011 011
MESSAGE (A2)

Ref x 956 1773 9.9 9.9 49 089 050

45 510 694 4.9 4.9 28 -007 0.08
MESSAGE (B2)

Ref 665 1025 7.0 6.9 35 040 026

4.6 x 523 706 5.0 4.9 28 -018  0.05

3.2 401 522 3.4 3.3 23 -040  -0.07
MiniCam (B2)

Ref 759 956 6.6 6.6 33 049 039

45 561 642 4.5 45 27 008 012

45 x x 586 670 4.7 4.7 28 008 013

4.0 516 585 4.0 4.0 24 002 009

35 478 537 35 3.6 22 -002 005

a Scenario for EMF-21 target of 4.5W.

b Selected as Representative Concentration Pathway széoathe next IPCC report with possible minor modificatiofibe choice between
IMA2.6 and IMA2.9 is as yet undecided.

¢ CO;, concentration equivalent for total RF.
4 RF for well-mixed GHG, i.e. all forcings except aerosol armpbspheric @.

ature change and the contribution of individual RF agents tavhat different climate-carbon cycle representations with

the overall warming rate. the IAMs.
Model components represent (i) the physical climate sys-
> Methods tem, (ii) the cycling of carbon and related elements, ari (i
RF by atmospheric C&non-CQ greenhouse gases (GHG)
2 1 Model and aerosols (Plattner et al. 2001; Joos et al. 2001). The

model setup used here includes only anthropogenic RF, solar
We use the Bern2.5CC EMIC to calculate RF and climate/ariability and volcanism are not considered. Solar fagcin
change from the emissions scenarios across the differeRYer the 20th century has been much smaller than the anthro-
IAMs, using the same model setup as in Van Vuuren et aPogenic GHG forcing and reliable prediction of 21st century
(2008). Most IAMs contain simple climate-carbon cycle Solar and volcanic forcing is lacking.
model formulations, often based on MAGICC (Wigley and  Apart from surface temperature, steric sea level rise,
Raper 2001) or the Bern substitute model (Joos et al. 1996hostly a result of thermal expansion, is also calculated in
By using one model for the carbon cycle-climate simulaBern2.5CC. The Bern2.5CC steric sea level rise tends to be
tion we avoid differences that may arise from the somehigh in comparison with, e.g., the CMIP (Meehl et al. 2005)



group of Atmosphere-Ocean General Circulation modelsdditional simulations with sensitivities of 1.5 °C (low)ch
(AOGCMs; Plattner et al. 2008), particularly when the At-4.5°C (high). The low-C@case is obtained by applying an
lantic meridional overturning circulation (AMOC), which efficiently mixing ocean and assuming heterotrophic respi-
is sensitive in the model, shuts down (Knutti and Stockeration to be independent of global warming; the highoCO
2000). We note that contributions from changes in ice sheetsase is obtained by applying an inefficiently mixing ocean
alpine glaciers, and other terrestrial water storage ate nand capping Cofertilisation after the year 2000. A com-
taken into account here. pound parameter uncertainty range was obtained by com-
CO, RF is parametrised according to Myhre et al.bining low-CG; with low climate sensitivity, and high-CO
(1998), as described in Joos et al. (2001) and used in Forstéith high climate sensitivity. The same approach was used
et al. (2007). RF of non-COGHGs is calculated as the inIPCC TAR and AR4 (Meehl et al. 2007; Joos et al. 2001;
product of concentrations and radiative efficiencies agrgiv Prentice et al. 2001).
in Forster et al. (2007). Non-GQconcentrations are mod- Simulations start from an equilibrated model state for
elled with first-order decay and atmospheric residencestimethe year 1765 with zero RF. Until 2000, GACHs, and NO
partly depending on concentrations of other gases (Prathépncentrations are prescribed according to ice core data an
et al. 2001). The RF of aerosols, which have very short re@tmospheric observations as compiled by Joos and Spahni
idence times, is modelled as proportional to aerosol precuf2008); RF of the other non-GQorcing agents in the past
sor emissions. For sulfate aerosols ,Sfissions are used, is calculated as described in Joos et al. (2001), except for
for organic and black carbon (OC/BC) aerosols, CO emisdpdated parametrisations as mentioned above, and a newer
sions are used as a proxy of incomplete combustion. Thestimate of S@emissions (Stern 2005). From year 2000 on-
best estimates of aerosol forcing efficiencies (Forstet.et avards, simulations are driven by the emissions of,@ad
2007), used for the simulations shown here, imply an imnon-CQ GHGs and aerosol precursors from the IAM sce-
portant role of aerosols in the anthropogenic influence ofarios. The scenarios were harmonized to a common emis-
climate. Aerosol RF in the scenarios used in this study igion level in the year 2000, as described in Van Vuuren et al.
mostly due to sulfate aerosol. The remainder is a positivé2008).
RF from organic and black carbon, which accounts for just
a few pgrcents. The RF by individual aeros_ol types apd PrSs 5 Attribution method
cesses is uncertain, but total aerosol RF is constrained by

observations Iand climate model simulations (F(_)rst_er et afhe value of partitioning anthropogenic climate change by
2007). A detailed account of the non-@RF modelis given  4rcing agents lies in the separate consideration of gases o

in Joos et al. (2001). Radiative efficiencies and life times a er650ls with differing dynamics and a different level df sc
updated according to Forster et al. (2007). entific understanding.

Feedbacks of atmospheric g@nd climate on carbon The need to deal with several components on an equal
fluxes are captured by the explicit representation of the cafooting is commonly addressed by using the Global Warm-
bon cycle in the Bern2.5CC model. The atmospheric, COing Potential (GWP) measure. All scenario models featured
concentration affects carbon uptake through,Qissolu-  here except AIM rely on GWPs to compare and substitute
tion in the ocean and Cfertilisation on land. The climate- forcing agents (Weyant et al. 2006). GWPs, though of prac-
carbon cycle feedback arises from the dependence of sgjtal use, are a limited concept that afford comparability o
carbon decay on temperature, the response of the globgifferent forcing agents only with respect to a given time
vegetation distribution to climate change, the tempegatur horizon, here 100 years. GHG emissions equivalent in terms
dependent solubility of C@in the ocean and changes in of GWPs cause similar heat input to the climate system over
surface-to-deep transport and in the marine biologicakcyc 100 years, but the temperature response at any given time
(Joos et al. 1999, 2001; Plattner et al. 2001), where the firghay differ. An alternative measure proposed for comparison
of these factors is dominant in the model on a centenniadf unit emissions of different GHGs is the Global Tempera-
timescale. Feedbacks for the non-£GHGs are not mod- ture Potential (GTP Shine etal. 2005). GTPs take the climate
eled. For example, methane is not represented in the carb@gsponse into account and are comparable in terms of tem-
cycle model. A limited coverage of feedbacks is provided byherature, but also strongly dependent on the time frame con-
the atmospheric chemistry parametrisations. sidered (unless sustained emissions are considered (Shine

The model reference case is obtained with the standaret al. 2005)).
setup of the carbon cycle model and an equilibrium climate Some forcing agents have a well-known radiative effi-
sensitivity of 3.2 K for a nominal doubling of GOCIi-  ciency, and some agreements exists about their future emis-
mate and carbon cycle uncertainty (vertical bars in Fig. 1¥ion trajectory. Such is the case for the gases listed under
is bounded by “endmember” combinations of assumptiongdhe Montreal Protocol (all scenarios assume a phase out
The uncertainty in climate sensitivity is accounted for byas defined in the protocol). On the other extreme, aerosols



are characterized by strongly scenario-dependent,negru  tion (1) for the corresponding forcirig, with 3; T = oT
tain emissions and a poorly constrained radiative effigiencfor the sum over all forcings.
In the IPCC AR4, aerosol RF is still assigned the greatest In the standard setup of Bern2.5CC with a climate sensi-
uncertainty of all forcing components (Forster et al. 2007 tivity of 0T, = 3.2°C, global temperature change affects
By partitioning global temperature change into contribn§  ocean and land uptake of carbon, resulting in a positive
from different forcings the varying uncertainties asstazia climate-carbon cycle feedback. This leads to higher atmo-
with each of them can be considered. spheric CQ. The temperature change due to O@ithout

The attribution of global temperature change to RFthe carbon cycle-climate feedback is obtained by insenting
agents requires that the individual effects are additiveequation (1) the RF corresponding to the atmospherig CO
Forster et al. (2007) suggest that this is a good assumptioiitpm a Bern2.5CC simulation with climate sensitivity set to
as studies with several different GCMs “have found no evizero in Bern2.5CC. The temperature change in the standard
dence of any nonlinearity for changes in GHGs and sulphatsimulation results from all anthropogenic forcing agents i
aerosol”. A linear approximation of the Bern2.5CC climatecluding CQ, non-CGQ GHGs, and aerosols.
model is given by the impulse-response substitute formula- The relationship between RF and climate change is af-

tion (Joos and Bruno 1996): fected by the uncertainty in climate sensitivity. However,
1 t , .« Roy o this uncertainty affects all forcings in a similar way, egte
oT = aochC/to {R(t )—OT(t )5sz rit—t)dt (1) for CO,, which is influenced by the climate-carbon cycle

here5T is the deviati ¢ alobal ; ir t feedback. The climate-carbon cycle feedback plays a ldnite
w erte fls ?h evias szn Ot _glo ta@meand_Slf[_r acfe Al M- 516 in the results discussed here. The warmings due to this
Eerq utrﬁ rl(q)lr:nf et prelr:h ustna (Sj at ¥SI ra@:a Ve (t)rctl_ng, feedback are governed by the main temperature response of
6'2|'X 1S tﬁ o_rl.g/v!ce te premtus ”6:1 G@oncentra Iono’l' each scenario and vary accordingly. This variation among
i f; 1S the equil ruljm empera ufre ct_angetﬁor;‘esaon "Necenarios is small compared with the total warming and does
° .ix’ rf IS ?n 'mpu si-relspoiilsg tL;]nCd'mt'f] fef[h ea-ca(; not greatly affect the temperature differences between the
pacity o V\]ﬁa er lper un .vci#mf 'St. N fetF;] ° the m|>f<e scenarios in the standard model setup. The feedback gener-
ocean Zl:)r ace ayeaogift. c r_ﬁ? 1on o | € ear surface ally amplifies the general warming trend and therefore does
Sovgre oy oceans, a IMe. The IMPUISe-response func- i introduce a qualitatively different behaviour (Fig. 2)
lon 1S given as The carbon cycle uncertainty for the substitute simula-
) = an > o 1 0f t<dyr tions was estimated using the RF from the Bern2.5CC sensi-
r(t) = 2o, i;a” © =2 if t>ayr ) tivity simulations as described in section 2.1.
- . A similar decomposition of temperature change for dif-
wherea;j, Tjj are two sets of coefficients and time scales, re; . i
: : . ferent forcings has been done before, to allocate mitiga-
spectively. They define two functions for the short and the. . . - )
. tion burdens according to historical responsibility for- cl
long term response, which are matched around year 4.
.mate change (den Elzen et al. 2005; Den Elzen and Scha-
The temperature response of the Bern2.5CC model is . ; . .
. . . ) . effer 2002; Trudinger and Enting 2005). This necessitates
not strictly linear, as ocean circulation can change in re- N ; - )
. .-an attribution of climate change to emissions, and, unlike
sponse to climate change and lead to a feedback affectlnH ; o -
. the RF-temperature relationship, involves essentialinenl
ocean heat uptake. Thus the substitute model does not repro- . . ) . N
. . .. _earities and a choice among several possible attributien fo
duce the temperature changes simulated with the Ongmar‘nalisms
Bern2.5CC perfectly. However, in the range of conditions '
and timescales considered here, this nonlinearity is small
(Plattner et al. 2001), with substitute model temperatates 3 Results
2100 within 0.2 K of the complete model, except in the sen-
sitivity simulations with high climate sensitivity or lo®@QO,  The reference scenarios (Tab. 1) provide a range of plausibl
settings combined with high RF, where most substitute sinfuture emissions in the absence of specific mitigation poli-
ulations are about 0.5K too small, and the ones with theies. These emissions lead to climate change characterised
highest RF up to more than 1K too small. This nonlinearby global mean surface air temperature rise above preindus-
ity arises due to strong changes in the AMOC which occutrial levels by the year 2100 of 3—3.5°C for scenarios based
under strong warming. However, for the scenarios considn the B2 storyline and about 4.5-5 °C for others, not includ-
ered here, the relative contributions of different fordrrge ing the climate and carbon cycle model uncertainty (Fig. 1,
less sensitive, because they are all similarly affectechby t Tab. 1). The corresponding range in RF is 6-7 Wn(iB2),
deviation between Bern2.5CC and its substitute. Thus thand 9-10 W2 (others), respectively; the range in €8
separation of the individual forcing contributions is aglie.  650-760 ppm (B2), and 900-960 ppm (others) respectively.
The global mean surface temperature change attributable The mitigation scenarios demonstrate that the implemen-

to each GHG or aerosofiT; is obtained by solving equa- tation of technological measures and political mechanisms



for mitigation can have a profound impact on the climatetions are not comparable. The likely (in the IPCC sense)
change expected under the same scenario storylines. The sahge given in the IPCC AR4 Summary for Policymakers
of mitigation scenarios considered here includes scemaridor an A2 scenario is 2.7—6.1°C above preindustrial for
with radiative forcing targets from 2.6 to 5.3 Wrhin the  global mean surface air temperature in the last decade of
year 2100 (Fig. 1). Global temperature deviations in 210@his century, assuming a pre-2000 warming of 0.7 °C, which
range from 1.8 to 2.8 K above preindustrial levels at the-starcorresponds to the Bern2.5CC simulation with the standard
dard climate sensitivity of 3.2°C. Simulated RF and O setup and is compatible with observations (Alley et al. 2007
are in the range of 2.7-5.1 WrA and 400-619 ppm, respec- Though the feedback strength determining the absolute cli-
tively. mate response remains fairly uncertain, the contrast fedmr
Trends in the year 2100 indicate that radiative forcingerence to mitigation scenarios is qualitatively similaaity
is stabilised by the end of this century in many mitigationsetup.
scenarios (IMAGE 2.6-3.7 Wn?, IPAC-EMF, MESSAGE- The uncertainty range for steric sea level rise is related
EMF), or close to stabilisation (IMAGE 5.3Wm, EPPA- to that of surface temperature, with two exceptions: (i) for
EMF, see Fig. 1). A number of mitigation scenarios show & time scale of one century it is more limited at the upper
negative forcing trend in 2100 (IMAGE 2.6-2.9, MESSAGE end (0.72m in 2100 for MESSAGE A2 reference) because
3.2-4.6). it takes more time to heat up the ocean, and (ii) the carbon
Temperatures respond to stabilising RF levels with soméycle sensitivity settings have partly compensating éftec
delay. While the temperatures for the more stringent mitigdn the low-CG case, for example, efficient ocean mixing
tion scenarios seem stable in 2100 or even declining, the tefleans relatively stronger ocean heat uptake and thermal ex-
peratures for the scenarios that comply with the 4.5%m pansion, but at the same time, atmospherig @ surface
target of the EMF are still rising in 2100. However, the ratetemperatures driving sea level rise are lower, partly due to
of temperature increase and therefore of climate change igcreased ocean uptake, but mostly due to increased land
greatly reduced with respect to the reference scenarios. carbon storage. The converse applies to the high-€GGe.
Sea level responds to global warming by thermal expan-
sion on centennial to millenial timescales. The contrast be
tween the reference and mitigation scenarios appears latgrl The contribution of forcing agents to climate change in
than with temperature and evolves more slowly, and accorghe past and in this century
ingly, none of the mitigation scenarios show a stabilizeal se
level in 2100. However, the simulations still indicate aimit In 2000, the most important GHG, GQaccounts for about
gation potential of 1-2 tenths of a meter until 2100. Therefe the same global mean surface temperature change since
ence scenarios span a range of 0.41-0.60m above the prgpneindustrial as do the other GHGs combined. The simu-
dustrial sea level, as opposed to 0.27-0.40m for the mitlated cooling by aerosols in 2000 offsets about half of the
gation scenarios. Further, steric sea level rise is maykedlvarming by all GHGs (Fig. 2).
decelerating in all mitigation scenarios while in all thésre However, the share of warming caused by Q@reases
ence scenarios it is still accelerating in 2100. after the year 2000 in all scenarios. By 2100, it accounts for
Thus, the magnitude and the rate of climate change antvice the warming attributed to the non-eGHGSs or more
steric sea level rise, as well as the trends at the turn of th@ many scenarios, particularly some mitigation scenarios
22nd century show a substantial abatement due to mitigatigef. section 3.2). Toward the end of the century, the share of
policies. GHG warming attributable to Cf£decreases again slightly
The uncertainty in carbon cycle and climate feedbackenly for the scenarios MESSAGE 3.2 (after 1960) and MES-
as defined in section 2.1 strongly affects the effects an&AGE 4.5 (after 1990). MESSAGE mitigation scenarios fea-
impacts of emissions (Fig. 1). For example, for the MESture the steepest reduction of net £&mnissions in the set.
SAGE A2-based reference scenario, the climate sensitivityhe climate-carbon cycle feedback contributes to the grow-
range of 1.5-4.5°C for a nominal doubling of € 2100 ing influence of CQ. It is comparable in magnitude to the
translates to a range of 883-1015 ppm for atmospherig CAndividual non-CQ GHGs.
and 2.9-6.4 °C for global mean surface temperature, respec- The partitioning of non-C® GHG warming varies
tively. The carbon cycle uncertainty corresponds to a rangacross models. In the reference scenarios, generally CH
of 800-1213ppm and 4.2—6.0°C, and the combined climateanks first, followed by tropospheric ozone,®/ HFCs/
carbon cycle uncertainty to a range of 789-1305ppm, anBFCs/SF6 and the Montreal gases and stratospheric ozone.
2.6-8.3°C, respectively. For comparison, the multimodeThis pattern is less clear in the mitigation scenarios, &s di
range of CQ SRES-A2 projections from the C4MIP project ferent GHGs can be reduced at different rates. Neverthe-
(Friedlingstein et al. 2006), is 730-1020ppm in 2100. Nonless, in all cases CHis still the most important non-CO
CO, RF is not included in C4MIP, thus temperature projecgas (cf. section 3.2). Model-specific differences are appar
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ent, e.g., CH contributes a particularly large fraction of non-

O CO; without climate-C cycle feedback

CO, warming in all MESSAGE scenarios. B o pcedback

Aerosol cooling peaked in the seventies, offsetting 75% . _ @ ng o O Montreal Gases
of GHG warming around 1970 (not shown). Since then, B T SFe H |
global SQ emissions have stagnated and eventually de- ~ o ™ Svfate”BCIOCAcrosdls g
clined according to the estimate used here (Stern 2005). Thi |, = = 2 = g
decline is immediately expressed in aerosol RF, leading to " | u l. - = 2EAE A& '!:
stagnating aerosol cooling while GHG warming continued. EN i ll! ; =y 1 H H = I; ': =I=Rlll=
The decline of S@ emissions is projected to continue into i H '_ = A HE
the future in reference and mitigation scenarios alikeJavhi -1 N i i
the OC/BC aerosol loading as estimated here does not show l I I I
consistent decrease. However, the net positive forcingalue
OC/BC aerosols never fully compensates the sulfate aerosol _ EoroeyEiulzagio =

mvvmﬁw

yr 2000
ref

< emf
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AT .
MESSAGE MiniCAM

cooling as simulated for any of the scenarios. EPPA

Fig. 2 Contribution of individual forcings to global mean surfaeen-
perature change since preindustrial time in 2000 (recocigd) and in
2100 for the scenarios listed in Table 1. Attribution to indual forc-
ings is done using the Bern2.5CC substitute model. The ngpeea-

The attribution to individual RF agents of the difference inture change (shown by black “ticks” next to the bars) comesis to the

warming between the mitigation and baseline cases (Fig. éf;ﬁs' E’r?drl:aet'grxnrgé?f;rfgergggt:gvt% Ctﬁgtggfgfr?i;g;nmf;g_

reveals the shares of G@nd non-CQ@ GHGs in mitigation.  jon 2.2). The pulse-response range given here differstifigrom the
Total non-CQ emission abatement accounts for up tofull model-range given in section 3.

about 80% of the mitigated warming in the first decades of

the century. However, COmitigation increases over time,

and ends up as the clear leader in terms of avoided tempeténs tend to be relatively cheap compared to,Cialit more

ture change in all mitigation scenarios towards the endeof thlimited in their potential to reduce RF. Accordingly, @O

century. Scenarios with moderate mitigation targets (eey. mitigation comes in when the cheap non-C@ptions are

EMF-21 scenarios with a 4.5 WA target) tend to rely pro- exhausted or a more stringent forcing target must be reached

portionally more on the non-COGHGs for mitigation than Models which provided scenarios at several RF targets (IM-

those with more stringent targets. Non-£M@itigation op- AGE, MESSAGE, MiniCAM) show little flexibility of non-

3.2 The role of forcing agents in mitigation



CO, mitigation options to the level of stringency; almost all 21st century (eg. Smith and Wigley 2006; Van Vuuren et al.
mitigation beyond the EMF-target of 4.5Wrhis achieved 2006). Furthermore, it increases the uncertainty of ckmat
through CQ (cf. Van Vuuren et al. 2006). projections over this period. However, the warming due to
Thus, the previously reported preference for non,CO aerosol abatement tends to quickly stabilise, while GHG
mitigation in an early phase, and conversely, the shift toabatement leads to increasing mitigation. This is due to the
wards a greater role fort CQmitigation at later times and fact that in the mitigation scenarios, the bulk of aeroselpr
more stringent targets (eg. Rao and Riahi 2006; Van Vuurefursor emission reductions occurs in the first half of the cen
etal. 2006) is consistent accross the scenario set, andteefletury and then reaches a minimum level, while the reference
clearly in the projected warming. scenarios reduce less and later.
In the non-CQ mitigation portfolio, CH, ranks first in
importance, followed by HFCs/PFCs/SF6 and tropospheric
ozone, and finally BO, which often constitutes a minor cat- 3.3 Warming rate and the role of forcing agents
egory. The share of warming due to each GHG does not
always correspond to its importance in the mitigation portThe rate of change in temperature and other climatic vari-
folio, as some emissions (e.g.p®) are harder to control ables is an issue of importance quite independent of that of
than others. Due to its comparatively long lifetime of aboutthe mitigation target and stabilisation level. Rates ofngjea
120 yr, the share of pO mitigation tends to increase over the codetermine the impact of climate change and costs of adap-
long term. The amplification of the mitigation effect by the tation (e.g., Adger et al. 2007).
climate-CQ feedback is of similar importance as the minor  Mitigation does not show strong effects on temperature
non-CQ GHGs. evolution over several decades. Several factors explan th
There is some variability between models and scenaslow start. The first is inertia in the climate system and in
ios as to the non-COmitigation portfolio, which depends the socio-technological system. The second is that thed‘dea
on the scenario assumptions and the variable implementie” of the RF target is still too far to induce substantiat-m
tion of mitigation options in the models. The comparisonigation efforts in the scenarios with moderate targets. The
of the mitigation portfolios is complicated by the fact that third is sulfate aerosol abatement as discussed in secon 3
different baseline scenarios are used. For example, MEScenarios with stringent RF targets show particularlydapi
SAGE 4.5 is based on an A2 scenario, while MESSAGEand strong S@emission abatement. Due to the very short
EMF shares the same forcing target, but uses a B2 scenamomospheric lifetime of aerosols, high aerosol warminggat
as reference. The B2 storyline emphasises technologieal dean result (Fig. 3, bottom). Consequently, even in aggressi
velopment, and consequentially many technologies with anitigation scenarios global temperature increases as rate
mitigation potential are already implemented in the bageli not far below the baseline rates of change until the mid 21st
and do not contribute to the mitigated warming shown incentury (Fig. 4). A similar result has been reported for the
Fig. 3 (Riahi et al. 2007). Because different baseline scdMAGE (Van Vuuren et al. 2006) and for the MiniCAM sce-
narios are used, the most stringent mitigation targets do nmarios (Smith and Wigley 2006) using the climate compo-
always coincide with the strongest mitigation (MESSAGEnent of these IAMs (MAGICC).
4.5, EPPA-EMF). In the case of MESSAGE, the 3.2 Wm The second half of the century only reveals the huge
forcing target cannot be reached from the A2 baseline, bufifference between baseline and mitigation scenarioseSom
from the B2 baseline it can. The potential of the mitigationmitigation scenarios show a trend reversal in rates of tempe
options considered is not sufficient to compensate for theture change for certain forcings (particularly, £kropo-
difference in the socio-economical drivers assumed in thepheric and stratospherigg@om IMAGE and MiniCAM).
two scenarios. Thus the feasibility of a mitigation target i Rates of temperature change due to,Gfde strongly de-
conditional on the storyline assumption (Riahi et al. 2007) creased in the more ambitious mitigation scenarios, ane neg
As SQ, emissions are related to the use of fossil fuelsative rates (including the climate-carbon cycle feedback)
(especially coal), and fossil fuels get “cleaner” in baseli seen in the IMAGE 2.6 and the MESSAGE 3.2 scenarios.
and mitigation scenarios alike, mitigation measures lead tThis is the delayed response to atmospherie @GWels re-
a sizeable reduction of the aerosol load. This reductios-is eceding since the 2050ies in these scenarios as a result of
pecially pronounced in the stringent scenarios that cus COmajor CQ emission reductions.
emissions early on (Fig. 3). In the first decades of the 21st While warming decelerates in mitigation scenarios as
century, the warming due to $@mission abatement rivals stabilisation at the forcing target is approached (-0.01 to
the cooling due to GHG mitigation in many scenarios, es0.18 °C/decade over the last 25 yrs), it further acceletates
pecially those with stringent targets. While aerosol abatehe references (0.26 to 0.54 °C/decade). Thus the sulatanti
ment is a co-benefit for air pollution reduction, it poten-difference in the temperature levels reached in 2100 builds
tially lessens the impact of mitigation measures in theyearlup during quite a short period. Looking further ahead after
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Fig. 4 Rate of global mean surface temperature change. Contitsutf individual radiative forcing agents are attributsthg the Bern2.5CC
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black ticks at the side of each bar. For comparison, the geegiobal warming rate from 1901 to 2005 is estimated to M@7°C per decade
(Trenberth et al. 2007).

2100, it is clear that this gap must continue to widen drastitivities that cause C®emissions (mostly energy use) are
cally, as the emissions and warming trends of the referengerojected to grow much faster than activities that causs-emi
scenarios continue unchecked through the year 2100. sions of the major non-COGHGs CH, and NbO (mostly
agriculture). Second, while oceans and the terrestrial bio
sphere absorb much of the emitted £@ sizeable frac-
4 Discussion and conclusions tion accumulates in the atmosphere and remains airborne
for hundreds and even thousands of years. In contrast, the
Simulated C@ warming, non-C@ GHG warming, and net major non-CQ GHGs (CH,, tropospheric @, N,O) are rel-
aerosol cooling are about equal in magnitude in the yeadtively short-lived. Third, the contribution from the carb
2000. Later in the century, the cooling influence of sulcycle-climate feedback is growing in the course of the cen-
fate aerosols decreases while the temperature change duetiigy. Finally, the potential of non-CQabatement to reduce
GHGs continues to grow, led by the main GHG, £®he  RF is limited. To offset C@ warming over longer times,
relative contribution of C@to the total warming increases ever increasing emission cuts in non-C&yents would be
in all scenarios with respect to the year 2000. Only in the scenecessary, eventually exhausting the nony@@igation po-
narios with the strongest GQlrawdown (MESSAGE 4.5, tential. Thus the situation seen primarily in scenariohwit
3.2) this share starts declining again towards the end of theioderate RF targets where non-£GHGs contribute an
century. There are several reasons behind this shift, Bicst
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important share to mitigation, is transitory. Stabilieatof =~ decadal-scale rates of change in natural forcings of the las
scenarios complying with the EMF-21 target at RF levelsmillenium.
reached in 2100 implies an equilibrium global mean tem- The reference scenarios show how failure to address cli-
perature change of about 4°C above preindustrial assumate mitigation can lead to acceleration of RF change fur-
ing standard model settings. Even such moderate mitigatiother beyond the natural range. Projected temperaturestrise
would require that net Cfemissions be eventually reduced multi-decadal rates unprecedented at global scale in the do
to very low levels compared to today, as demonstrated bymented human experience (e.g., Esper et al. 2002; Mann
the allowable emissions calculated for correspondinglstaband Jones 2003), reaching about 0.3 °C/decade (B2 story-
isation pathways (e.g. Plattner et al. 2008). lines), and about 0.5 °C/decade (others), respectivelg- Co
The limited potential of non-Comitigation is already siderably higher rat.es- of climate change are possible if the
apparent before 2100, in that the share of mitigation due tgSSUmptions on efficiency improvements and lowered car-
CO, emission cuts increases with the stringency of the Rqun.|nter_1$|t|es in these reference scenarios prove toe opti
target (cf. Rao and Riahi 2006; Van Vuuren et al. 2006). Almistic (Pielke et al. 2008).
most all mitigation beyond the EMF-target of 4.5 Wnis IAMs tend to implement costly mitigation efforts as late
achieved through C@abatement. Sink technologies are in-aS it is compatible with the forcing target. Additionallizet
strumental to make these additional netG@nissions re- implementation of abatement policies is also impeded by
ductions possible (Rao and Riahi 2006; Smith and Wigleys0ocio-economic inertia. Nevertheless, substantiaj €is-
2006; Van Vuuren et al. 2006). The feasibility of sink op-Sion abatement starts before about 2030 in all mitigation

tions such as CCS and afforestation on an appropriate Sca$§enari03 and earlier for the lowest targets, because the RF
is, however, uncertain. target is a strong constraint on the cumulative,Gnis-

sions over the century. Non-G@mission abatement starts

. Mitigation of nsmg atmospheric Cg)concentratlons 'S even earlier than Cgoabatement. This is related to the use
important not only with respect to climate change, but also .

. . of GWP as a constant exchange rate between the prices of
with respect to the impacts of elevated £0n natural

N ticularl dification. Steinaeha emission reductions in different GHGs. Early abatement of
ecosystems, particuiarly ocean acidification. Stenaetal o, 64 GHGs such as methane is not cost-effective in

(20.08) show that the_ Arctic surface ocean W|II.become “%he context of a RF target for the year 2100 (Manne and
rosive to the aragonite shells of marine organisms fop CO

. . ichels 2001; van Vuuren et al. 2006), but can nonetheless
above about 460 ppm. In the most stringent scenarios, thRI van viu ), bu

. : Be considered to be beneficial and reasonable (Van Vuuren
concentration is not exceeded. The impact of elevated CO . N s : .

. : . et al. 2006), since the “deadline” at 2100 is arbitrary and as
concentrations on agriculture and possibly other ecosyste

. : . ~such no basis for delaying mitigation.
services may be favorable, but is also very uncertain (Fis- . . . e .
Despite early inception of mitigation efforts, warming

chlin et al. 2007). These are additional reasons why CO " S .
e ) : progresses at similar rates in mitigation as in referenee sc
mitigation is not substitutable and why focusingon non,CO " ™ . : S
narios over the first half of the century. Climate inertia de-

mitigation can only be a short-to-medium term strategy. .
lays the response of global temperature to emission reduc-

Although non-CQ mitigation does not rid us of the need tjons, and adds commited warming carried over from 20th
to tackle CQ emissions, it does lend flexibility to the miti- century emissions. A further delay can arise from aerosol
gation problem. Non-C@mitigation is a significantitem in - abatement as a by-product of mitigation efforts. In the sec-
the mitigation portfolio, accounting for the greater pafit 0 ond half of the century, however, the impact of mitigation
mitigated warming until mid-century in many scenarios. Inefforts unfolds, with drastically reduced rates of change
the context of a given stabilisation target, the abatemént an C0O,, RF, and temperature in the mitigation scenarios.
non-CQ RF increases the cumulative allowable £€nis-  |n 2100, rates of temperature change are below simulated
sions. Consequently, the consideration of non@ptions  present levels in all mitigation scenarios, and even reach
lead to significantly lower simulated costs of mitigation{F zero for the lowest RF targets of around 3 Wm Timely
jino etal. 2006; Jiang et al. 2006; Rao and Riahi 2006; Reillyand extensive mitigation efforts addressing emissiondl of a
etal. 2006; Smith and Wigley 2006; Van Vuuren et al. 2006)RF agents, in particular GQare required to avoid a further

While temperature increases above the preindustrial agcceleration of climate change.
erage projected for 2100 exceed present levels by several
times, the speed at which we experience global change todayknowledgements This work was funded by the Sixth Framework
is already very high in historical context. Joos and SpahnfProgramme of the European Commission through the GAINSAASI

: project, the Swiss National Science Foundation, and thesSkederal
(2008) show that rates of change in RF from £L@H,, Office for the Environment. We thank the modeling teams pigi-

and NO in the 20th century are at least an order of Magig in the EMF-21 project for sharing scenario data. Thankscaie
nitude higher than during the past 20000yr. They find thato Keywan Riahi and Detlef van Vuuren for comments and insgir
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