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Chapter 1

Introduction

The terrestrial biosphere plays an active role in shaping the environmental system of
the Earth. In particular, terrestrial vegetation and soils are essential in determining
the state of the global climate system and the carbon cycle. Therefore, it is essen-
tial that we improve our understanding of the terrestrial biosphere in terms of the
interactive role biospheric processes play in the functioning of the Earth system as
a whole.

A large number of numerical models have been developed in the last decade in an
attempt to examine global biospheric processes. Those models can be divided into
the following classes: Land surface models, coupled to atmospheric general circu-
lation models, to simulate interactions between land surface and the atmosphere
(neglecting potential changes in vegetation cover), equilibrium vegetation models
examining the geographic distribution of vegetation communities and their rela-
tionship to climate, and terrestrial biogeochemistry models representing the carbon
cycle and fluxes of mineral nutrients [Foley and Prentice, 1996]. An important lim-
itation of those model types is that they assume the terrestrial ecosystems to be
time-independent. But because vegetation and soils are essential in determining the
state of the global climate system and the carbon cycle, it is important to be able
to simulate vegetation dynamics. Dynamic vegetation models have been developed
in order to examine the transient response of terrestrial ecosystems to variations in
climate and increasing atmospheric CO, concentrations in the last few years.

With the Lund-Potsdam-Jena dynamic global vegetation model (LPJ-DGVM) [Sitch
et al., 2000], we especially examine the terrestrial carbon uptake over the last 500
years. Law Dome records of atmospheric CO, concentrations reconstructed from air
bubbles entrapped in ice cores show that the level of CO, decreased around 1550
A.D., and stayed low until about 1850. This period around the time of reported low
temperatures in Europe is often referred to as little ice age” (LIA) [Grove, 1988].
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Increased §'3C values during the seventeenth and eighteenth centuries [Trudinger
et al., 1999] indicate that the relatively low atmospheric CO, level during this time
period was caused by an enhanced terrestrial storage. By solving the atmospheric
budget equations for CO; and §*3C for the unknown global fluxes into the terres-
trial biosphere, the additional terrestrial storage is assumed to be 40 GtC [Joos et al.,
1999].

The major purpose of this study is to examine the hypothesis that the relatively low
atmospheric COj level during this time period was caused by an enhanced terrestrial
storage using the LPJ-DGVM.

In chapter 2, the basic concepts of the LPJ-DGVM are explained. Our explanations
are concentrated on the simulation of vegetation dynamics, hydrology, carbon fluxes
and pools, and the calculation of photosynthesis and fire events. Additionally, a de-
scription of the model spinup and of input data is presented.

Detailed model sensitivity studies are performed in chapter 3. Changes in terrestrial
carbon storage and in vegetation distribution resulting from step-like perturbations
in atmospheric COy concentrations, air temperatures, and precipitation are ana-
lyzed.

Chapter 4 is the main part of this thesis. The terrestrial carbon uptake between
1550 and 1850 A.D. is examined by forcing the LPJ model with atmospheric CO,
data by (Etheridge et al. [1996], Barnola et al. [1995], Neftel et al. [1982], Neftel
et al. [1994], Siegenthaler et al. [1988]) and reconstructed temperature anomalies by
Mann et al. [1998].

The major results of the sensitivity simulations and the analyzes of the terrestrial
carbon storage over the last 500 years are recapitulated and discussed in chapter 5.



Chapter 2

The Lund-Potsdam-Jena dynamic
global vegetation model

In this chapter, the basic concepts of the Lund-Potsdam-Jena dynamic global veg-
etation model (LPJ-DGVM) developed by Sitch et al. [2000] are explained. The
model is built in a modular framework simulating vegetation dynamics, hydrology,
and soil organic matter dynamics on an area-averaged grid cell basis with a reso-
lution of 2.5x3.75 degrees. This implies a field of 1631 grid elements over the land
area of the world.

2.1 Vegetation

A non trivial task is to define an optimal set of plant functional types (PFTs)
which best represents the enormous variety in distribution and functioning of plants
around the world. The exact choice of PFTs is somewhat subjective reflecting the
level of model complexity, itself governed by the temporal and spatial resolution of
the study and those structural features and processes deemed to be essential in cor-
rectly modeling vegetation and population dynamics. In this section, the nine plant
functional types differentiated in the LPJ-DGVM, their bioclimatic limits, and the
geographical distribution of major world biomes are explained.

2.1.1 Plant functional types

The nine plant functional types distinguished in the LPJ model are differentiated by
physiological, morphological, and phenological attributes. Trees in tropical regions
are distinguished according to their seasonalities into evergreen and raingreen plants.
Temperate plants are divided into needleleaved and broadleaved types, whereas there
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are evergreen and summergreen broadleaved trees. The remaining two types of trees
are situated in boreal regions. In the model, summergreen plants and evergreen
conifers are distinguished. In addition to those seven tree types, two kinds of grasses
are subdivided according to their photosynthetic pathway, C3 and C4 respectively
(see section 2.4).

Evergreen PFTs maintain a constant leaf coverage over the year, and are assigned
leaf turnover times 7; greater than one year (see table 2.1). Plants with a summer-
green phenology begin leaf growth when daily temperature T, exceeds 5° C, following
the approach of Hazeltine and Prentice [1996]. Daily phenology is calculated from
the current accumulated growing degree days GD D5 (equation 2.3) divided by the
PFT specific value GDDs jnq (see table 2.2), with a maximum value equal to one.
Maximum leaf coverage for raingreen plants is maintained whilst the specific water
stress factor W,,,;,, remains equal or above a threshold of 35% (section 2.1.2). Grasses
behave as evergreen plants under ideal conditions, and they can adopt a raingreen or
summergreen phenology respectively under water or temperature limited conditions.

PFT  fr  Gpmin Qy T Ty Tr  Tcosmin Tcosmaz TPmin  TPmax
(%] [mm/s]  [1]  [l/yr]  [1/yr] [1/y1] [°C] [°Cl [°C] [°C]
@ 8 05 012 2 20 2 2 55 25 30
(b) 70 0.5 0.50 1 20 1 2 55 25 30
(c 70 03 012 2 20 2 4 42 20 30
(d) 70 0.5 0.50 1 20 1 -4 38 20 30
€ 8 05 012 1 2 1 4 38 20 25
f 9 03 012 2 20 2 4 38 15 25
@ 90 03 012 1 20 1 4 38 15 25
M 90 05 1 1 2 4 45 0 30
(i) 90 0.5 1 1 2 6 55 20 45

Table 2.1: PFT specific parameters. (a) are tropical broadleaved evergreen trees, (b) tropical
broadleaved raingreen trees, (c) temperate needleleaved evergreen trees, (d) temperate broadleaved
evergreen trees, (e) temperate broadleaved summergreen trees, (f) boreal needleleaved evergreen
trees, (g) boreal summergreen trees, (h) cool grass (C3), and (i) warm grass (C4). f is the fraction
of roots in the upper soil layer, g, min the minimal canopy conductance component for water not
associated with photosynthesis, ay the fire resistance index, 7; the leaf turnover period, 75 the sap-
wood turnover period (sapwood converting to heartwood), 7. the root turnover period, Tco,,min
and Tco,,maez the low and high temperature limit for CO2 uptake respectively, and Tp,min and
Tp,maz the lower and upper range of temperature optimum for photosynthesis.

An important factor in order to deal with vegetation dynamics is to know the pro-
portion of the different PFTs within a grid cell. The appropriate measure is the
individual foliar projective cover (FPCj,q), the area of ground covered by foliage
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directly above it. The grid cell PFT fractional coverage F'PCy,iq is calculated as
follows:

FPCgrz'd = Ac,ind * Pind * FPCmd (21)
where A ;nq is the individual crown area (m?), and p;,q the PFT density (1/m?).

Grid cell properties are recalculated on an annual time step. The sum of all grid
cell FPCs is constrained to a value of one. If it exceeds this limit, woody PFTs are
favored over grass due to their advantage in light competition. Owing to the effect
of self thinning, the number of PFT individuals is reduced if the total fractional
coverage of woody vegetation exceeds 0.95. Additional mortality is calculated based
on vegetation growth efficiency, heat stress, negative production, and depending on
whether the climate lies within the appropriate bioclimatic limits (section 2.1.2).

The establishment of new plants is performed annually by the LPJ-DGVM. The
fraction of the grid cell available for new woody establishment is the proportion of
the area not currently occupied by trees, representing the illuminated understory.
Grasses can only establish in such areas. Development of seedlings and saplings are
not explicitly modeled through the course of the year. The additional carbon as-
sociated with sapling establishment is therefore simply added to the annual NPP,
maintaining a closed carbon cycle. A major simplification in the model with the
average individual concept is that only one age-height class for each woody PFT
is defined. By updating average individual properties, the saplings in effect become
average individuals, surpassing potentially critical stages in their life cycle.

The average PF'T individual is the smallest vegetation unit. It is defined in terms of
its crown area, the height, and four tissue pools: leaves, sapwood, heartwood, and
fine roots. Height h;,4 and crown area c;,q of a plant are related to the appropriate
stem diameter sd;,q; based on the following relationships:

— a2
hina = o1 - sding

Cind = 01 * 8dipng™ (2.2)

with the parameters a; = 40, ay = 0.5, and a3 = 0.3. The stem diameter is calcu-
lated as a function of the PFT specific heartwood and sapwood mass in units gC
and the wood density in units gC/m®. Sapwood lies in the outer part of the stem,
between the inner bark and the heartwood, containing living cells and reserve ma-
terials. Sapwood conducts and stores water and nutrients, whereas the dead inner
core of the stem, called heartwood, is responsible for the plant structure and for the
storage of waste products.
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2.1.2 Bioclimatic limits

To determine which PFT may potentially exist within each grid cell, the model
applies a set of climatic constraints (table 2.2). If the average temperature of the
coldest month of the year falls below a PF'T specific threshold T ;,,, the PF'T indi-
vidual can not survive. If the average temperature of the coldest or warmest month
exceeds Tt maz OF Ty mas TeSpectively, plants survive but are unable to regenerate. In
addition to those temperature limits, vegetation requires a sufficiently long growing
season. A measure of this constraint is the amount of minimum growing degree days
GDD:s, defined as

365

GDD;=> (Ty—5) (2.3)

d=1

for days where the mean temperature 7, is greater than 5° C. An additional con-
straint for certain PFTs is the water stress factor W, given as the ratio of the supply
and potential demand functions (equation 2.7 on page 17). The water stress factor
has to be equal or above the PFT specific minimal water scalar W,,;, for successful
sapling regeneration. The consequence of this is that raingreen plants are able to
shed their leaves in order to reduce water respiration if W is lower than 35%, which
makes them able to survive under drought conditions for a certain time period. In
contrast to this, evergreen trees are specialized for non-water-stressed conditions.

PFT Tc,min Tc,maz Tw,min GDDS,ind szn
S S [ C] %]

tropical broadleaved evergreen 15.5

tropical broadleaved raingreen 15.5 35

temperate needleleaved evergreen -2.0 22.0 900.0

temperate broadleaved evergreen 3.0 18.8 1200.0

temperate broadleaved summergreen -17.0  15.5 1200.0

boreal needleleaved evergreen -32.5  -2.0 23.0 600.0

boreal summergreen -2.0 23.0 350.0

cool grass (Cs) 15.5 35

warm grass (Cy) 15.5 35

Table 2.2: PFT bioclimatic limits: Tt ., is the minimal, T¢ 0, the maximal temperature of the
coldest month, T, ymin the minimal temperature of the warmest month, GDDs ;p4 is the individual
minimum growing degree days, and Wy, is the water scalar at which leaves shed. Missing values
signify that there is no appropriate limitation in the LPJ model.
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2.1.3 Vegetation distribution

In order to examine whether the potential PFT distribution calculated by LPJ-
DGVM is realistic, it is compared with a vegetation map derived from satellite data
(figure 2.1). A major problem in comparing those vegetation patterns is that the
model distinguishes different plant types, whereas the satellite map shows the major
world biomes. In addition to this, the LPJ model as used here does not consider land
use such as cultivation or deforestation.

The upper map in figure 2.1 shows a cylindrical projection of the world’s vegetation
distribution as calculated by the LPJ model with the atmospheric carbon dioxide
concentration of the year 1987 of approximately 355 ppmv [Keeling and Whorf, 1999
in order to be comparable with the satellite map. Only the PFT with the biggest
FPC is plotted for each grid cell (whereby bare ground is handled as a PFT as
well). This simplification is necessary so as to give a global overview of the vegeta-
tion patterns of the world, although some information is lost, especially in biomes
with several different PFTs, and in border regions of two vegetation types.

The global vegetation pattern derived from satellite data is plotted as a stereographic
projection of the world map (lower part of figure 2.1). This map and a documenta-
tion are published in the Internet (www.geog.umd.edu/landcover/1d-map.html). The
data set was based on advanced very high resolution radiometer (AVHRR) measure-
ments of seasonal changes in vegetative cover as displayed in temporal variations of
a spectral vegetation index known as the normalized difference vegetation index
(NDVI) [DeFries and Townshend, 1994]. This index gives an indication of the pho-
tosynthetic activity of the vegetation during the different climatic seasons in order
to distinguish different plant types. The NDVI values are the maximum monthly
composites for 1987 at approximately 8 km resolution, averaged to a spatial reso-
lution of one by one degree. The eleven vegetation types are defined in terms of
their functional characteristics including height of vegetation, percentage of ground
surface covered by vegetation, seasonality, and leaf type. Those cover types were se-
lected primarily to conform with the vegetation classes required as input to climate
models, and although they are not exactly the same as the PFTs of LPJ-DGVM,
those two classifications are similar enough to be reasonably compared.

The first two plant functional types of the LPJ model, tropical broadleaved ever-
green and raingreen trees, can directly be compared with broadleaved evergreen
trees (A) of DeFries and Townshend [1994]. It is obvious that the area covered by
tropical PFTs according to the LPJ model is larger than the measured extents. In
South America, simulated rainforests almost cover whole Brazil, whereas according
to satellite data, wooded grassland is spread over the southern part of the country.
In Africa, tropical plants only cover regions between latitudes of about 6° N and
6° S according to measurements, but the model data show a tropical rainforest with
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an extent from 12°N to 15°S. Some of these discrepancies may be explained by
anthropogenic deforestation, which is not considered by the LPJ-DGVM. Another
region of bad correlation caused by the neglected human influence in the simulated
vegetation distribution can be found in eastern India, where the LPJ model predicts
a tropical rainforest instead of grassland and cultivated crops.

The three simulated temperate PFTs (needleleaved evergreen, broadleaved ever-
green, and broadleaved summergreen trees) can be compared to the observed vege-
tation types (E) and (F) (mixed deciduous and evergreen forest and woodland, and
broadleaved deciduous forest and woodland). The tendency in temperate regions
is that trees cover a larger area on the LPJ map than according to measurements
(southern Brazil and Uruguay, eastern USA, Central Europe, and eastern China).
The main reason for this difference is the land use in those areas.

If we examine the boreal vegetation types (6), (7), (B), and (C), we also determine
a tendency of overestimated extents. Simulated geographical patterns of conifers are
quite realistic, but distinctions can be found in Mongolia and northern China, where
grasses are measured to be dominating due to cultivation. Deciduous trees generally
cover bigger parts of Russia according to the LPJ-DGVM than in reality, and in
northern Canada, large tundra areas are predicted to be boreal forests.

The comparison between the diverse grass types is more difficult than between woody
PFTs, because grasses are distinguished considering different properties in the two
maps. The LPJ model divides them according to their photosynthetic pathway, Cs
and C, respectively, into so called cool and warm grass (see section 2.4 for a de-
scription of photosynthesis). In the classification of DeFries and Townshend [1994],
three different grass types are distinguished, namely tundra (D), wooded grassland
(@), and grassland (H). In this definition, tundra only consists of grasses, mosses,
and lichens, whereas in the grassland biome, up to 10% of the area is covered by
broadleaved trees, and even between 10 and 40% in wooded grassland regions. The
most significant discrepancy between satellite derived data and LPJ results is the
fact that large areas of grassland and tundra such as in the western United States,
Greenland, southern Africa, and Australia are predicted not to be vegetated by the
LPJ-DGVM. An explanation for this is that according to the biome definitions of
DeFries and Townshend [1994], tundra and shrublands can be dominated by bare
ground. Sparsely distributed plants are neglected in the LPJ map, because only ma-
jor PFTs are considered, and such areas are plotted as grid cells with bare ground.
Another big discrepancy in grass distribution has already been mentioned before:
Because of the overestimated extent of tropical rainforests due to the neglected an-
thropogenic impact, grasslands are mainly supplanted by forests in South America,
Africa, and India according to our model simulations.
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Figure 2.1: Upper map: Major PFT of each grid cell calculated by LPJ with the atmospheric CO2
concentration of 355 ppmv (1987). Number (1) are tropical broadleaved evergreen trees, (2) tropical
broadleaved raingreen trees, (3) temperate needleleaved evergreen trees, (4) temperate broadleaved
evergreen trees, (5) temperate broadleaved summergreen trees, (6) boreal needleleaved evergreen
trees, (7) boreal summergreen trees, (8) cool grass, (9) warm grass, and (10) bare ground.

Lower map: Vegetation distribution in 1987, reflected in temporal variations of the normalized
difference vegetation index (NDVI) derived from satellite data [DeFries and Townshend, 1994].
(A) are broadleaved evergreen trees, (B) coniferous evergreen forest and woodland, (C) high lat-
itude deciduous forest and woodland, (D) tundra, (E) mixed deciduous and evergreen forest and
woodland, (F) broadleaved deciduous forest and woodland, (G) wooded grassland, (H) grassland,
(I) bare ground, (K) shrubs and bare ground, (L) cultivated crops, and (M) are missing data.
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Simulated extents of woody plant functional types are generally too large in compar-
ison with the measured vegetation map, because the LPJ model does not consider
deforestation and cultivation. In addition, grasses are predicted to be partially ruled
out by forests, deserts or ice shields, respectively. It is important to mention again
that the LPJ map is colored only according to the plant functional type with the
biggest FPC of each grid cell. As we can see in figures 3.5, 3.6, and 3.7 (pages
36fF) showing detailed geographical distributions of the LPJ-DGVM plant types, it
is somehow misleading to neglect PFTs with smaller coverages, especially in border
regions of plant type areas or in mixed biomes. In Australia for example, the model
predicts a significant coverage of cool grass and temperate trees in the southern half
of the country, but according to the map in figure 2.1, nearly whole Australia is de-
serted, because bare ground is still the major PFT. A similar effect can be observed
in southern Africa and in the western USA. In general, all borders between different
PFTs are shown too sharp on the LPJ-DGVM biome map in figure 2.1, and minor
PFTs are neglected.

Summarizing these observations, the major distinctions between calculated poten-
tial vegetation patterns and satellite observations can be explained by the neglect
of the anthropogenic impact by the model or by the restriction to major PFTs in
the LPJ map.

2.2 Hydrology

The soil is divided into two layers, an upper region from 0 to 0.5 m and a lower layer
at depth 0.5-1.5m, following the approach of BIOME 3 [Hazeltine and Prentice,
1996]. The soil texture of each grid cell is derived from the FAO (food and agriculture
organization of the United Nations) global soil map [FAO, 1991], and the texture
dependent percolation and water holding capacities are based on the texture classes
of Zobler [1986]. The actual evapotranspiration AET (mm/day) is calculated as the
minimum of a supply function S and a demand function D for each PFT:

AET = min (S, D) (2.4)

S is dependent on the maximum daily transpiration rate possible under well watered
conditions, E,,,,; = 5mm/day, and the soil moisture in the rooting zone, W,:

S = EpnaaWs (2.5)
The daily demand D is calculated as follows:

~ Ip,in L in
D = E,ap, [1 —exp (M>] (2.6)
Im
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E, is the potential evapotranspiration rate (mm/day), calculated as a function of
the appropriate latitude, the air temperature, and the sunshine hours, g, inq is the
non-water-stressed potential canopy conductance (mm/s), and Lgnq stands for the
leaf-on fraction of the actual day. The parameters «,, and g,, are empirical param-
eters with «,,, = 1.4 and g,, = 5 mm/s, following Monteith [1995].

The daily water stress factor W is the ratio of the supply and demand functions:
S
W=min| —,1 2.7
min (5.1) (27)

This is an important value in order to decide whether the water supply is high
enough for a specific PFT to grow normally. If the water stress factor W falls below
the PFT specific water scalar W,,;,,, leaf senescence occurs. In the LPJ model, this
is the case for raingreen trees and grasses if W falls below a threshold of 35% (see
table 2.2).

AET Rain Pt Runoft

0 —+
soil layer 1

0.5 -
Frec

0.5
soil layer 2

15—

depth [m] Fdrainage

Figure 2.2: Water fluxes between the two soil layers and the atmosphere. AET is the actual evapo-
transpiration, Fy.qi, the water flux due to rainfall, Fi,,¢;; the water coming from snow melt, Frynofs
the surface runoff, Fyr. the percolation from the upper to the lower soil layer, and Fyrqinqge the
drainage. All water fluxes are calculated in units mm/yr.

The water contents of both layers are updated daily, and they depend on daily
rainfall F},;,, snow melt F,;, percolation F,., and evapotranspiration AET (all
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fluxes are calculated in mm/day) as follows:

AWl = (Frain + Fmelt - Fperc - Z ﬂlAET)/chl

PFT
AW,y = (FPerc - Z ﬁZAET) /AW02
PFT
B = z- Wl/Wr
Bo = (1—2)Wo/W,
W, = z-Wi+1—-2)W, (2.8)

where W, and W, are the soil water contents for the previous day (expressed as a
fraction of the AW C in that layer), AW; and AW, are the daily changes in W; and
W, respectively. AW(C; and AW (s in units mm are the corresponding water hold-
ing capacities. They are defined as the difference between field capacity (fractional
soil wetness at which water runoff occurs) and wilting point for the relevant soil
texture. The parameters 3; and (5 give the rates of extraction of transpired water
from the upper and lower soil layers, respectively. The PFT specific parameter z
defines the fraction of the plant roots which are in the top soil layer [Jackson and
Canadell, 1996]. W, is the available soil moisture in the rooting zone.

2.3 Carbon pools and fluxes

The biogeochemistry of the model is based on eight well-mixed boxes for each plant
functional type (figure 2.3). The vegetation is divided into four different tissue pools:
leaves, sapwood, heartwood and fine roots. The litter is divided into an above-ground
and a below-ground compartment, and there are two soil organic matter pools. LPJ
simulations start with empty carbon pools, and they are brought to a pre-industrial
equilibrium state during the model spinup (see section 2.6). The slow soil organic
matter pool with a turnover time of 1000 years at 10° C (see table 2.3) is calculated
analytically after 400 years in order to save computation time (see equation 2.18 on
page 25).

The carbon input into the vegetation pools comes from the net primary produc-
tion NPP, which is the carbon that remains stored in a plant after it has taken
up CO, from the atmosphere and respired some back (autotrophic respiration R,).
Carbon is then transferred to the above-ground litter pool by fallen leaves and to
the lower litter pool by dead roots. Rapidly decomposable tissue is respired as COq
directly into the atmosphere (about 70% of the carbon in the litter compartments),
the remainder is divided between the fast and slow soil organic matter pools. The
majority goes into the fast pool (98.5%), while the slow compartment only consists
of relatively non-decomposable material such as lignin. Decomposition is dependent
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GPP Ra R¢ Rn

i

NPP

}

vegetation

(leaves, sapwood,
heartwood, fine roots)

70%
litter above ground
Jgound | T
] litter below ground
30% E,
98.5% 1.5%
fast soil organic matter slow soil organic matter

Figure 2.3: Carbon fluxes between model compartments and the atmosphere. GPP is the gross pri-
mary production, N PP the net primary production, R, autotrophic respiration, Ry heterotrophic
respiration, Ry is the flux to the atmosphere due to fires, F; , is the carbon decomposition flux of
the vegetation pool, Fy,; the decomposition flux of both litter pools, and Fy .y and Fy s, are the
carbon fluxes of the fast and slow soil pool, respectively.

upon soil texture, temperature and moisture. Adding the carbon emissions to the
atmosphere from the litter pools, the fast and slow soil pools respectively, gives the
overall heterotrophic respiration R;. Fire affects the vegetation and the litter above
ground (see section 2.5).

Table 2.3 shows the most important carbon pool properties. Carbon decomposition
rates ki of litter and soil pools at 10° C are used according to Foley [1995]. In order
to take into account that those rates are dependent on temperature and moisture,
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monthly decomposition rates k are calculated as follows:

k = klO * Ttemp * T'moist
1 1
Temp = €2P | 30850 S0~ T 45 87
Tmoist — 0.25 + (075 . Wl) (29)

where 74, is a temperature response function dependent upon soil temperature 7T
in units ° C [Lloyd and Taylor, 1994], and r,,,;5x a moisture response based on the
upper soil layer moisture content W; (as a fraction of the water holding capacity)
[Foley, 1995]. Both response functions are shown in figure 2.4.

Turnover times 71¢ of litter and soil carbon pools are reciprocal to decomposition
rates kio: 710 = 1/k19. Global carbon inventories in the equilibrium after the model
spinup are plotted in table 2.3. The vegetation pool contains 869 GtC, 195 GtC
can be found in litter pools, whereas the biggest fraction of carbon is in soil pools
(1452 GtC). In equilibrium, decomposition fluxes Fy can be calculated from pool
inventories C' and rates kqy:

Fd = C . klO (210)

This equation can also be used to calculate the global mean carbon turnover time
of the vegetation pool. If we take into account that NPP = 68 GtC/yr and the
fire flux Ry = 6.8 GtC/yr, the decomposition flux F,, = 65 GtC/yr (assuming that
approximately half of R; is coming from the vegetation). Using equation 2.10, the
global mean turnover time of the vegetation pool is approximately 13 years.

carbon pool kio 10 Cospinup Fy
[L/yr]  [yr] [GtC]  [GtC/yr]
vegetation 0.08 13 869 65
litter above ground 0.5 2 113 56.5
litter below ground 0.5 2 82 41
fast soil organic matter  0.03 33.3 1002 30.06
slow soil organic matter 0.001 1000 450 0.45

Table 2.3: Carbon pool properties. k19 are carbon decomposition rates at 10° C according to Foley
[1995], 710 = 1/k10 are the turnover times of the appropriate carbon pools, Cspinyp are the carbon
inventories in the equilibrium after the model spinup, and Fyg = Cipinup - k10 the resulting decom-
position fluxes. Decomposition rates and global mean turnover times of the vegetation pool are
derived from the appropriate carbon inventory and the decomposition flux.
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Figure 2.4: (a) Temperature response riemp as a function of soil temperature T [Lloyd and Taylor,
1994]. (b) Moisture response st as a function of moisture content in upper soil layer W; as a
fraction of the water holding capacity [Foley, 1995].

2.4 Photosynthesis

Photosynthesis is calculated as a function of absorbed photosynthetically active
radiation (APAR), temperature, atmospheric CO, concentration, day length, and
canopy conductance, following Farquhar et al. [1980] and Collatz et al. [1992]. Calcu-
lations are performed for an averaged mid-month day and multiplied by the number
of days in the month. The absorbed radiation APAR is calculated for each PFT
individual from the net photosynthetically active radiation PAR multiplied by the
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fraction of incoming radiation intercepted by green vegetation:
APAR;pg = PAR - FPCipng - Ly ina (2.11)

where F'PCj,4 is the PEFT specific foliar projective cover, and Ly, jnq is the individual
monthly averaged fraction of leaf coverage.

Daily net photosynthesis A4, 4 (gC/(m?day)) is calculated using a standard non-
rectangular hyperbola formulation, which gives a gradual transition between two lim-
iting rates: Jg (molC/(m?h)), describing the response of photosynthesis to APAR,
and Jo (molC/(m?h)), describing the Rubisco limited rate of photosynthesis [Haz-
eltine and Prentice, 1996].

A = Jg + Jo — \/(JE+J0)2 —4JgJc
n,d —

, 26 -ty — Ry (2.12)

where t,4 is the day length in hours, R, the daily leaf respiration rate (gC/(m2day)),
and © = 0.7 a limiting parameter according to [McMurtrie and Wang, 1993]. The
light limited (Jg) and the Rubisco limited rate of photosynthesis (J¢) are calculated
differently for the two photosynthetic pathways distinguished by the LPJ model.
Some rapidly growing plants such as tropical grasses, agricultural crops, and corn
possess an unusual organization of the photosynthetic tissues in their leaves, and
they utilize the so called C, photosynthetic pathway. Those plants fix CO4 into
four-carbon carboxylic acid, and so the effective concentration of CO, within the
leaf is reduced, creating a steeper gradient for COy into the leaf compared to the
gradient for HoO out from the leaf. The result of this is a higher water use efficiency
in comparison to Cs plants (up to twice as much COs can be fixed with the same
amount of water transpired). This is a big advantage for C4 plants under drought
conditions, but this metabolism is inefficient in shady places or under cool temper-
atures. In the LPJ model, when water is not a limiting factor, C, photosynthesis
rates are lower than Cj rates at temperatures below 20° C, and higher above this
temperature. Water stress tends to have a greater effect on the modeled C; pho-
tosynthesis rate than on the C; rate. Thus water stress lowers the temperature at
which the C, photosynthesis rate exceeds the Cs rate.

The PFT specific canopy conductance for water, g, ;nq (mm/s), is related to the
photosynthesis rate as follows:

1.6A44
ind = in+ T 2.13
9p,ind 9p,min [Ca(l _ /\)] ( )
where Ay is the total daytime net photosynthesis (gC/(m?day)), C, the atmospheric
COgq concentration in mole fraction, and gp mn stands for a PF'T specific minimum
canopy conductance (mm/s), which accounts for plant water loss not directly asso-
ciated with photosynthesis. A, the optimal ratio of intercellular and ambient CO,
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concentrations, is found by solving the following optimization problem numerically:
Ca(l — )‘)

An,d + (1 - td/24)Rd - (gp,ind - gp,min) 1.6

=0 (2.14)

2.5 Fire

The LPJ model simulates fire as a combination of fire occurrence and its effects
on vegetation. Fire regimes are calculated annually. In order to save computation
time and to allow a global simulation of the effect, we assume fire occurrence to be
dependent only upon fuel load and litter moisture (amount of dry material avail-
able). Another assumption is that fire effects are only driven by the length of the
fire season and the PFT specific fire resistances.

To start a fire the fuel has to reach a minimum temperature at which it ignites,
and combustion will start if sufficient fuel is present at the site. A maximum fuel
moisture is defined above which a fire would not spread, and an exponential power
function is used to approximate the probability of the occurrence of at least one fire
per day in a certain grid cell:

p(Wia) = exp [—% (hﬂ (2.15)

Me

where W, 4 is the daily water content in the upper soil layer, used as a surrogate
for litter moisture, and m, is the moisture extinction threshold. The sum of the
fire probabilities over a whole year equals the annual length of the fire season. The
fraction of days with particular fire conditions, called fire index Ay, is calculated as
follows:

Ap = L > p(Wia) (2.16)

The proportion of a grid cell affected by fire A, is a function of the fire index Ay:
Af—1
—0.13(Af —1)34+0.6(Af —1)2+0.8(Af — 1) +0.45
This formulation is based on the hypothesis that the annual fractional area burnt
first increases slowly, when the amount of days with particular fire conditions is
relatively small, but increases more rapidly, when the length of the fire season ap-
proach the entire year (see figure 2.5). The fraction of individuals killed within the
fractional area burnt depends upon the PFT specific fire resistance index o (table
2.1). Tropical raingreen and temperate broadleaved evergreen trees have greater re-
sistances reflecting adaptive traits to fire conditions in many seasonally dry regions
in Africa and Australia. Grasses, litter above ground, and dead woody tissue are
fully consumed in the fractional area burnt, and released to the atmosphere as COs.

Ag(Ap) = Ap - exp

(2.17)
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Figure 2.5: Proportion of a specific grid cell affected by fire as a function of the fire index, which
is the annual fraction of days with particular fire conditions.

2.6 Model spinup and input data

The LPJ model is driven by monthly mean air temperatures (figure 2.6), monthly
precipitation (figure 2.7) and monthly mean cloud cover (figure 2.8) according to Lee-
mans and Cramer [1991], and annual atmospheric CO5 concentrations. Soil texture
classes according to Zobler [1986] are assigned to every grid cell. Since vegetation
dynamics is strongly dependent upon interannual climate variations (e.g. wildfires
only occur in years with extremely low precipitation), the use of a single average
climatology will lead to an incorrect simulation of PFT distribution. Therefore the
LPJ model is additionally forced with perturbations in annual climate data from
1856 to 1886 A.D. from a simulation by the Hadley Centre climate model HadCM2-
SUL (Johns et al. [1997], Mitchell et al. [1995]). The data of this randomly selected
time period of 31 years are repeated in order to preserve interannual climate variabil-
ity. This combination of climate data results in temperatures Tspipyp, precipitation
Ppinup, and cloud coverage Clgpinyp-

The simulations in this study start from bare ground, and the model is run for 2000
years in order to reach an equilibrium state. Because the long term soil carbon pool
with a turnover time of approximately 1000 years (table 2.3) would require many
thousands of years to build up, its size is calculated analytically in order to save
computation time. After 400 years, when litter carbon pool sizes are approximately
constant (which means that vegetation is in equilibrium with climate), the slow soil
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Figure 2.6: Geographical pattern of continental air temperatures [Leemans and Cramer, 1991].
Monthly mean values are averaged to annual mean temperatures in this figure. Temperatures are
divided into 20 classes, and the legend shows the lowest value of each class in units ° C.

organic matter pool size Cy; is calculated as follows:

dCss Fd lss
= Fass — kssCss 0 = Cyy = :
a " Fiss

(2.18)

where Fj ;s in units gC/yr is the carbon flux to the slow soil pool due to litter
decomposition, kg (1/yr) is the annual mean of the monthly decomposition rates of
the slow soil pool, and ¢ the time in years.

After this, the model is run another 1600 years until the global NEP on aver-
age is less than 1- 1072 GtC/yr. This truncation condition ensures that vegetation
distribution and carbon pools and fluxes are in an equilibrium state. During the
model spinup, the atmospheric COy level is set to a constant value of 280 ppmv
(pre-industrial concentration).
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Figure 2.7: Geographical pattern of continental precipitation in units mm/yr [Leemans and
Cramer, 1991].
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Figure 2.8: Geographical pattern of cloud cover (fraction of full cover) [Leemans and Cramer, 1991].
Monthly mean values are averaged to annual mean cloud covers in this figure.






Chapter 3

Model sensitivity analyses

3.1 CO; variations

The sensitivity of the LPJ model to variations in CO, is examined by forcing the
model with different atmospheric CO, concentrations. The model spinup of 2000
years is performed as described in chapter 2.6. In order to be able to examine only
effects caused by CO, perturbations, a baseline simulation is performed, forcing the
LPJ-DGVM with the same data as during the model spinup (monthly climatology
by Leemans and Cramer [1991], interannually variable climate data, and a constant
atmospheric COy level of 280 ppmv). For the step experiments, the atmospheric
carbon level is instantaneously increased from the pre-industrial concentration of
280 ppmv to a higher value in the first year after the model spinup, and is then
kept constant for 4000 years. In this study, we examine CO, step heights of 250,
500, 1000, and 2000 ppmv, resulting in atmospheric CO, concentrations of 530, 780,
1280, and 2280 ppmv, respectively.

The two plots in figure 3.1 show perturbations in terrestrial carbon inventories in re-
sponse to our step experiments. The carbon stock resulting from the baseline run is
removed, and only the terrestrial carbon due to CO, anomalies is plotted for the first
five centuries after the carbon dioxide increase. The top panel (a) shows additional
terrestrial carbon inventories in units GtC, in panel (b), the C stocks are normal-
ized so that they equal one in the new equilibrium after 4000 years of increased
CO, concentration. After the increase by 250 ppmv to an atmospheric concentration
of 530 ppmv, 770 GtC are additionally absorbed by the terrestrial biosphere in the
new equilibrium. For the step of 500 ppmv, the change in carbon stock is 1220 GtC,
with a perturbation by 1000 ppmv, the additional carbon inventory is 1740 GtC, and
with the highest step of 2000 ppmv, the additional terrestrial uptake is 2280 GtC.
The baseline carbon stock is 2516 GtC. Therefore, a doubling of atmospheric concen-
trations results in an increase in terrestrial carbon inventory of approximately one
third, and when the CO5 concentration is tripled, the carbon stock is increased by
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50% if the climate is kept constant. The atmospheric CO, step height as a function
of the terrestrial carbon uptake is shown in figure 3.2. The values simulated by the
LPJ are spline fitted, and the appropriate curve indicates that the appropriate rela-
tion is not linear. The more the CO, step height increases the less additional carbon
is taken up by the biosphere, which points out that the carbon storage capacity of
the terrestrial biosphere is limited.

After an atmospheric CO4 increase by 500 ppmv, half of the whole carbon incre-
ment enters the vegetation pool, which is increased by 70% compared to its baseline
content Cipinyy (table 3.1). The slow organic matter pool takes up one third of the
additional carbon, and the rest of AC enters the slow soil pool and the litter pools.
The reason for the big amount of carbon entering the vegetation pool is an increased
plant growth rate resulting from elevated atmospheric CO5 concentrations, which is
a positive feedback to terrestrial carbon uptake. This so called carbon fertilization
effect is described in section 3.1.1.

carbon pOOl Cspz'nup 05()0 AC AC/Cspmup
[GtC] [GtC] [GtC] 1]
vegetation 869 1478 609 0.70
litter above ground 113 173 60 0.53
litter below ground 82 99.5 17.5 0.21
fast soil organic matter 1002 1392 390 0.39
slow soil organic matter 450 593.5 143.5 0.32
sum of all pools 2516 3736 1220 0.48

Table 3.1: Carbon uptake of the C pools after an instantaneous atmospheric CO, increase by
500 ppmv. Cypinyp are the carbon inventories in the equilibrium after the model spinup (see table
2.3), Cs00 are the C stocks in the new equilibrium 4000 years after the step event, and the differences
between Cso9 and Cipinyp are plotted as AC in units GtC or as a fraction of the baseline inventory.

An interesting measure is the typical timescale on which the LPJ reacts to the CO,
perturbations. The terrestrial carbon uptake relative to the C inventory in the new
equilibrium increases faster for higher atmospheric CO, steps (panel (b) in figure
3.1). For the increase by 2000 ppmv, 90% of the carbon is taken up by the terrestrial
biosphere after 304 years, whereas with a COy increase by 250 ppmv, this level is
not reached until 477 years after the step-like increase. This effect can be explained
by a stronger carbon fertilization effect (see section 3.1.1) and bigger changes in the
vegetation distribution for higher atmospheric CO, perturbations (already in the
first years after the CO5 increase).
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Figure 3.1: Perturbations in terrestrial carbon inventory due step-like increases of atmospheric
COs concentrations by 250, 500, 1000, and 2000 ppmv, respectively. (a) Terrestrial carbon stock
anomalies in units GtC. (b) Normalized perturbations in terrestrial C inventory so that the stock
in the new equilibrium after the CO4 increases equals to one in all three cases.
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Figure 3.2: Relation between perturbations in terrestrial carbon stock (GtC) and heights of step-
like atmospheric CO5 increases. Circles indicate values from model simulations, the curve is a spline
fitted function representing the model values.

As a representative of all different CO, change simulations, we focus on the step-like
increase by 500 ppmv, and examine the behavior of the related carbon fluxes (figure
3.3).

The perturbation in net primary production AN PP increases by 58 GtC/yr in the
first years with a higher CO, concentration and then stabilizes at 46 GtC/yr in the
new equilibrium (pre-industrial NP P is approximately 68 GtC/yr). The reaction to
this is an increased heterotrophic respiration ARy, of up to 40 GtC/yr (pre-industrial
Ry: 60 GtC/yr). Together with the additional carbon flux AR, of 6 GtC/yr into the
atmosphere due to fire (pre-industrial R: 7GtC/yr), the net ecosystem produc-
tion ANEP tends to zero, which indicates that the carbon fluxes are in a new
equilibrium. In the year 1000 after the step-like increase, ANEP is at a value of
0.06 GtC/yr, and approximately 4000 years after the CO, increase, the net produc-
tion is below 0.01 GtC/yr. The reason for the transient fluctuations of all the four
curves with a repetition time of 31 years is the interannually variable climate.

As expected, the biggest carbon increase is in regions with the largest baseline stock
such as the mid-latitudes and the tropics (figure 3.4), but surprisingly, a huge uptake
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of up to 6-10* gC/m? can be observed in South America (Bolivia, Paraguay, southern
Brazil) and in Africa (Tanzania, Kenya, Ethiopia). This big amount of additional
carbon entering the terrestrial biosphere is caused by a fundamental change in the
vegetation pattern in those regions. It is demonstrated in figure 3.5 on page 36 that
the biggest change in those areas is the displacement of tropical raingreen trees by
tropical evergreen plants under higher CO, concentrations.

60 T T T

20

carbon flux perturbations [GtC/yr]

0 " 1 " 1 " 1 "
0 10 20 30 40

time [yr]

Figure 3.3: Carbon flux perturbations resulting from a step-like increase by 500 ppmv in atmo-
spheric CO2 concentration in the year zero. The blue curve is the net primary production ANPP,
the green line is the heterotrophic respiration ARy, the red curve stands for the carbon flux due
to fire (ARy), and the black curve is the resulting net ecosystem production ANEP.
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Figure 3.4: Perturbations in the terrestrial carbon inventory due to a step-like atmospheric CO2
increase by 500 ppmv. Carbon stock anomalies in the new equilibrium are divided into 20 classes,
and the legend shows the lowest value of each class in units gC/m?.

3.1.1 Plant functional types

For a better understanding of vegetation dynamics under different atmospheric COq
levels and of the carbon uptake of different plant functional types, the foliar pro-
jective coverages of the nine PF'Ts distinguished by the LPJ model are examined
for atmospheric CO, concentrations of 280 and 780 ppmv, respectively (figures 3.5,
3.6, and 3.7). First of all, it can be observed that most of the PFTs grow better
with higher atmospheric carbon dioxide concentrations. The foliar projective cover
averaged over all gridcells with a CO, concentration of 280 ppmv is 74.8%, whereas
in the case of 780 ppmv, mean FPC is 81.8%. The effect of increased growth under
elevated CO;, conditions is known as the CO, fertilization effect. It has been con-
firmed by numerous field and laboratory studies that the productivity of individual
plants is increased due to the stimulations of photosynthesis by higher atmospheric
concentrations of CO,. However, it is less clear whether elevated CO4 levels also
result in increased carbon storage at an ecosystem level [Kicklighter et al., 1999].
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In the LPJ model, photosynthesis is simulated according to the BIOME 3 model of
Hazeltine and Prentice [1996] (section 2.4), and the CO, fertilization effect is mainly
considered by the CO5 dependence of the canopy conductance (equation 2.13). With
enhanced atmospheric concentrations, plants tend to close their stomatas in order
not to loose too much moisture, while the CO, maintenance is still sufficient for
photosynthesis with a smaller canopy conductance. The increased water supply re-
sults in a growth enhancement of vegetation, and plants are also able to grow under
drier conditions.

If we examine the global coverage of the first two plant functional types (tropical
broadleaved evergreen and raingreen trees) under low and high CO4 concentrations,
we can identify an interesting effect briefly mentioned above. With a CO, concentra-
tion of 280 ppmv, the water stress factor W temporarily falls below 35% in certain
regions of tropical rainforests. The ability of raingreen trees to shed their leaves
under such conditions is an advantage over evergreen trees. Therefore, both phe-
nologies coexist in most parts of the tropics. In the equilibrium with high carbon
dioxide levels, the soil water content is increased because of reduced evapotranspi-
ration. The properties of evergreen plants (a) are specialized for non-water-stressed
conditions. The fraction of roots in the upper soil layer f, is bigger for evergreen
trees than for raingreen trees (table 2.1), which means that more water is available
for them, because in tropical forests, the soil layer containing water and nutrients is
only shallow. Turnover times of leaves (7;), sapwood (75), and roots (7;) are bigger
for evergreen trees as compared to raingreen trees, which is another advantage for
this phenology because the loss of carbon for reproduction is reduced. Therefore,
tropical raingreen trees only survive in borderlands and they are displaced by ever-
green trees everywhere else under increased CO- concentrations.

The three temperate PFTs (from (c¢) to (e)) do not significantly change their pattern
of coverage due to the carbon dioxide increase. The only difference is a slightly in-
creased FPC due to CO, fertilization, which is also the case for boreal needleleaved
evergreen and for boreal summergreen trees. Those PFTs occupy almost exactly
the same grid fields for both COs levels with a generally higher FPC in the case of
enhanced atmospheric carbon dioxide concentrations.
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Figure 3.5: Foliar projective cover (grid cell fraction) of the following plant functional types: (a)
tropical broadleaved evergreen trees, (b) tropical broadleaved raingreen trees, (c¢) temperate needle-
leaved evergreen trees. The maps on the left side are showing pre-industrial conditions (280 ppmv),
in the right column the atmospheric CO2 concentration is 780 ppmv.
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Figure 3.6: Foliar projective cover (grid cell fraction) of the following plant functional types: (d)
temperate broadleaved evergreen trees, (e) temperate broadleaved summergreen trees, (f) boreal
needleleaved evergreen trees. The maps on the left side are showing pre-industrial conditions
(280 ppmv), in the right column the atmospheric COy concentration is 780 ppmv.
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Figure 3.7: Foliar projective cover (grid cell fraction) of the following plant functional types: (g)
boreal summergreen trees, (h) cool perennial grass (Cs), (i) C4 warm perennial grass (C4). The
maps on the left side are showing pre-industrial conditions (280 ppmv), in the right column the

atmospheric CO2 concentration is 780 ppmv.
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The global mean FPC of cool grass (C3 photosynthetic pathway) is slightly higher
with increased atmospheric CO, levels, but the changes in distribution have to be
discussed locally. In North and South America, the extent of Cs grass is generally
smaller under conditions with a higher CO5 concentration because of the stronger
appearance of temperate and boreal trees, which are favored over grass due to their
dominant position in the canopy with competitive advantage for light over under-
story vegetation. Additionally, trees are in advantage for water competition (when
water is not a limiting factor) because their roots are deeper. In southern Africa
and in Australia, we can observe decreased grass extents under elevated CO, levels.
In regions all over the world where cool grass is already dominating with low atmo-
spheric COg levels, it even increases with higher carbon dioxide concentrations due
to the CO, fertilization effect, especially in Alaska, from Kazakhstan to Iran, and
between the Sahara and the Mediterranean.

In contrast to Cy grass, warm grass (C4 photosynthetic pathway) is generally slightly
decreasing under high CO, conditions. In South America and south of the African
rainforest, C, grass is almost completely ruled out by tropical trees. Between the Sa-
hara desert and the African rainforest, warm grasslands are vegetated more densely,
because there is no competition with woody PFTs.

Summarizing those observations, we conclude that the effects of variations in atmo-
spheric CO5 on vegetation structure are relatively minor, with an increased plant
growth due to the CO, fertilization effect under elevated atmospheric CO, con-
centrations, whereas trees tend to rule out grass PFTs because of their dominant
position in light and water competition. Another effect of a higher atmospheric car-
bon dioxide level is an internal change of vegetation in the tropics because of an
increased soil water availability.

3.1.2 Grid cell analyses

In most cases, several plant functional types are cohabiting in a certain region,
forming a biome. In order to understand the vegetation resource competition of the
LPJ model, it is interesting to examine changes in plant compositions and carbon
fluxes within different biological communities. The major world biomes are called
tundra, taiga, temperate forest, temperate grassland, desert, savannah, and tropical
rainforest (see appendix A). In order to analyze vegetation dynamics within those
ecosystems, we have chosen six specific grid cells in regions dominated by differ-
ent plant functional types (figure 3.8). Grid cell (A), alternately dominated by cool
grass and boreal summergreen trees respectively (representing tundra), is situated
in Central Canada, north west of Hudson Bay. Location (B), where boreal conifers
and deciduous trees are situated (taiga), is examined in Central Russia, whereas in
Switzerland (C), vegetation is a composition of boreal and temperate trees (temper-
ate forest). Grid cell (D) is located in Texas, USA, north west of the Gulf of Mexico,
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and this region is dominated by cool grass (temperate grassland biome). So as to
examine a location with warm grass and tropical trees (savannah), we concentrate
on the coast of Tanzania in Central Africa (E), and grid cell (F) within the tropical
rainforest lies in western Brazil.

A
- B
C :
D
F |

Figure 3.8: Location of six chosen grid cells representing different biomes. (A) represents the tundra,
(B) the taiga, (C) temperate forests, (D) temperate grasslands, (E) savannah, and (F) tropical
rainforests.

Perturbations in carbon fluxes and plant compositions of the six biome grid cells
are examined for an instantaneous increase of atmospheric CO5 by 500 ppmv (from
280 to 780 ppmv) in the year zero (figures 3.9 and 3.10). The two panels in (a) are
the results for the grid cell representing tundra, (b) represents the taiga, (c) is the
temperate location in Switzerland, (d) the temperate grassland grid cell, (e) stands
for the the savannah, and (f) for the tropical rainforest. The plots in the left column
show an 31-year average of carbon flux anomalies during the first 200 years after
the CO, increase. The fluxes are plotted in units gC/(yr-m?), so that the six grid
cells with different expanses can directly be compared. The curves are averaged over
31 years in order to neglect rapid fluctuations caused by the interannually variable
climate data, which are necessary to drive fire events (see section 2.6). In the right
column, foliar projective covers (as fractions of the appropriate grid cell areas) of all
present plant functional types are plotted for a certain time period before and after
the step-like atmospheric CO, increase.
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Figure 3.9: Perturbations in carbon fluxes and foliar projective covers of different biomes after an
instantaneous atmospheric CO5 increase by 500 ppmv in the year zero. In (a), results for the grid
cell representing tundra are plotted, (b) stands for the taiga location, and (c) is the temperate
forest grid cell. In the left column, 31-year averages of perturbations in carbon fluxes are plotted
in units gC/(yr-m?). The curves are averaged with a period of 31 years in order to neglect rapid
fluctuations caused by the interannually variable climate data. In the right column, FPCs of all
present plant types are plotted in spatial fractions of the current grid cell. Different time scales are
chosen to provide better clarity.



42

3. Model sensitivity analyses

(=%
N—r

[e2]

o

o
T

additional carbon flux [gC/(ynz)]
]
o

N

o

o
T

ANPP
AR,
— ANEP

@
~

100
time [yr]

carbon flux perturbations [gC/(;an)]

600

400

0 100 150 200

time [yr]

=800} 1

&

)

2

% 600} 1

c

S ANPP

38 AR,

2 400 | — AR, E

o — ANEP

x

p=}

= 200+ 1

<

o

2

IS

o

0
0 100 150 200

time [yr]

0.8 f

foliar projeative cover [1]

T T T T
cool grass

— temperate evergreen trees

— temperate deciduous trees
temperate conifers

time [yr]
warm grass
— tropical raingreen trees
08} — tropical evergreen trees E
= temperate conifers
5]
]
o 06F J
[
2
B
2
S {
g 04
3
e
0.2
/A ; i
0 . . A
-40 -20 0 20 40 60 80
time [yr]
1 T T
_ 08¢t R
=
5]
>
3 06} 4
o .
é tropical evergreen trees
Qo — tropical raingreen trees
o
5 04F — warm grass 4
3
e
0.2} R
0 . . L L
-40 -20 0 20 40 60 80
time [yr]

Figure 3.10: Perturbations in carbon fluxes and foliar projective covers of different biomes after an
instantaneous atmospheric CO2 increase by 500 ppmv in the year zero. In (d), results for the grid
cell representing temperate grasslands are plotted, (e) stands for the savannah location, and (f) is
the tropical rainforest grid cell. In the left column, 31-year averages of carbon flux perturbations
are plotted in units gC/(yr-m?). The curves are averaged with a period of 31 years in order to
neglect rapid fluctuations caused by the interannually variable climate data. In the right column,
FPCs of all present plant types are plotted in spatial fractions of the current grid cell.
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Because the net ecosystem production NEP is highly dependent on vegetation den-
sity, properties of present plants, and on climatic variables, we can examine that
this flux is significantly bigger the closer a biome is to the equator. So, ANEP in
the tundra of Canada is only up to 22gC/(yr-m?) after the CO, increase, whereas
in the tropical rainforest, AN EP reaches a value of 295gC/(yr-m?).

The temporal behavior of perturbations in carbon fluxes of the three grid cells at
mid- to high latitudes (a), (b), and (c) are qualitatively similar. After an overshoot-
ing in the first years with high CO, concentrations, the AN PP values tend to an
equilibrium state, and the plant respirations ARy behave similarly. Examining the
evolution of AN EP shows the time scales for reaching the new equilibrium after the
CO, increase: 200 years after the step-like increase, ANEP of (a) is 4 GtC/(yr-m?)
(which is 18% of the maximal AN E P value), for (b), it is 6 GtC/(yr-m?) (13%), and
for (c), the change in net production is 2.5 GtC/(yr-m?) (5%). After 400 years of high
CO, concentrations, all ANEP values are only approximately 1 GtC/(yr-m?), and
the new equilibrium is almost reached. Carbon fluxes of the two grassland biomes
(d) and (e) show significant short term perturbations because of large fluctuations in
vegetation compositions. The high number of fire events in the savannah results in a
high carbon release AR, which reaches a maximal value of almost 300 gC/(yr-m?).
Carbon fluxes in tropical rainforest show an interesting evolution. Resulting from a
fast change in vegetation composition, the carbon fluxes switch to a new equilibrium
between 20 and 100 years after the atmospheric increase. In the year 100, ANEP
is 2.7 GtC/(yr-m?), which corresponds to approximately 1% of the maximal ANEP
value. The importance of tropical rainforests in the carbon cycle is pointed out by
the very high net primary production of 885 gC/(yr-m?).

In the taiga and the temperate forest, plant compositions only change smoothly over
several hundred years, with a slight advantage of conifers over broadleaved trees un-
der increased CO, concentrations in both locations. The tundra grid cell shows short
term vegetation dynamics. With a period of exactly 31 years (which corresponds to
the added interannually variable climate data, boreal summergreen trees and Cs
grass alternately cover the appropriate grid cell. This unstable equilibrium is mainly
caused by fire events which occur with the same period due to the repeated climate
data. After trees have reached a certain coverage due to their advantage in light and
water competition over grass, there is a year with a long fire season, and nearly all
woody PFTs are burnt. Immediately after these events, grass is growing fast, because
enough light and water is available, and after having dominated the landscape for
several years, it is partly ruled out by recovering boreal trees. After the atmospheric
COs increase, trees are favored over to grass due to the CO, fertilization effect (see
section 3.1.1), and they almost reach full spatial coverage every 31 years.

For the two grass biome grid cells (temperate grassland and savannah), we observe
large transient fluctuations in vegetation composition as well. In the grassland of
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Texas, there are only few single years with long fire seasons during one period of
the repeated climate data, and vegetation dynamics clearly reflects the repetition
time of 31 years. The burning of trees and the following increase of grass can also
be observed in the savannah, although big fire events occur more frequently. As
mentioned in the description of this biome in appendix A, wildfires are extremely
important in order to maintain its typical landscape. In both locations, grasses are
covering approximately 50% of the grid cells under pre-industrial CO4 levels, and
they are temporarily ruled out by trees after the instantaneous increase due to car-
bon fertilization.

An interesting change in vegetation composition can be found in the tropical rainfor-
est grid cell. From 20 to 40 years after the atmospheric CO, increase, evergreen trees
gradually rule out raingreen plants. As we have already mentioned before, plants
with an evergreen seasonality are in advantage over raingreen trees under humid
conditions, which is the case after an instantaneous CO, increase. This significant
and fast change in vegetation distribution forces the carbon fluxes to switch into
a new equilibrium, because of different carbon uptake and respiration properties of
the two tropical tree types.

3.2 Temperature variations

Another important forcing parameter except of atmospheric CO, is the air tempera-
ture. As mentioned in section 2.6, the LPJ model is driven by a baseline climatology
of Leemans and Cramer [1991] with monthly minimal and maximal temperature
data for each grid cell in order to calculate monthly mean values. Apart from this,
interannually variable climate data with a repetition time of 31 years are added so
as to drive fire regimes (Johns et al. [1997], Mitchell et al. [1995]), resulting in the
spinup temperature Ty,;pn,,. The sensitivity of the LPJ-DGVM to variations in tem-
perature is examined with step-like global temperature perturbations by +1° C and
—1° C respectively after a model spinup of 2000 years. A third experiment is a sudden
temperature decrease by 1° C for all grid cells in the northern hemisphere (NH), and
a simultaneous increase by 1° C in the southern hemisphere (SH). Zonally averaged
mean continental air temperatures by Leemans and Cramer [1991] and temperature
input data for the third experiment are plotted in figure 3.11. The atmospheric CO,
concentration is set to a constant value of 280 ppmv for all three experiments, and
the simulation is performed for 4000 years after the step-like temperature change.
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Figure 3.11: Zonally averaged mean continental air temperatures by Leemans and Cramer [1991]
(solid line). Dashed lines show temperature input data for the experiment which distinguishes
between northern and southern hemisphere, respectively (—1° C in the NH, and simultaneously
+1° C in the SH).

Terrestrial carbon inventory perturbations resulting from the different temperature
experiments are examined in figure 3.12. After a global increase of the air tempera-
ture by 1° C, the terrestrial biosphere loses 65 Gt carbon into the atmosphere until
the new equilibrium is reached. The overshooting immediately after the tempera-
ture perturbation (the stock is reduced by 83 GtC in the year 150) and the following
approach of the equilibrium state is caused by significant changes in vegetation
distribution, especially in northern mid- and high latitudes (figure 3.13). Under in-
creased air temperatures, all PFTs shift to slightly higher latitudes, where they find
optimal growing conditions. Therefore, terrestrial carbon storage decreases in the
southern part of boreal regions (USA and Eurasia), whereas the storage is increased
in taiga regions. When the temperature is globally reduced by 1° C, the increase in
carbon stock is 85 GtC. The main part of land area is in the northern hemisphere
(with the LPJ resolution, 1307 grid cells are north of the equator, and only 324
in the southern hemisphere). So for the third experiment, the global carbon stock
is mainly influenced by the air temperature decrease in the northern hemisphere,
and the C inventory increases. The additional terrestrial carbon stock after having
reached the new equilibrium is 27 GtC.
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Figure 3.12: Perturbations in terrestrial carbon inventories due to air temperature steps. The red
curve represents a global increase by 1° C, the blue line a decrease by 1° C, and the green line
is the carbon stock after a temperature step of —1° C in the northern hemisphere and +1° C in
the southern hemisphere, respectively. Atmospheric CO» concentrations are set to a pre-industrial
value of 280 ppmyv.

After an instantaneous temperature perturbation by —1°C, plants tend to open
their stomatas because they lose less moisture than under elevated temperatures.
This forces the gross primary production GPP to increase, and the autotrophic res-
piration R, simultaneously sinks. Those effects result in an increased N PP, which is
calculated as the difference between GPP and R, (upper panel in figure 3.14). Be-
cause heterotrophic respiration R, decreases with lower temperatures due to smaller
decomposition rates, the resulting ANFEP is evidently above zero GtC/yr immedi-
ately after the instantaneous temperature decrease, which means that carbon is
taken up from the atmosphere by terrestrial pools. For a global temperature in-
crease by 1° C, those effects are directly opposed, and resulting anomalies in carbon
fluxes are reverse (lower panel in figure 3.14). Quantitatively compared, changes
in vegetation are larger immediately after an increase in temperature than after a
decrease (although the biosphere takes up more carbon in the long run with lower
temperatures). So, ANEP increases by 5.3 GtC/yr immediately after a tempera-
ture perturbation by —1° C, whereas after a perturbation by +1° C, net production
decreases by 6.3 GtC/yr.
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Because of a larger continental area in the northern hemisphere, ANEP is positive
after a simultaneous temperature perturbation by —1°C in the NH and +1°C in
the SH, which means that the terrestrial biosphere takes up carbon from the atmo-
sphere (figure 3.15). But in this experiment, higher air temperatures in the southern
hemisphere reduce carbon uptake, and ANEP stays below 1 GtC/yr.
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Figure 3.13: Perturbations in the terrestrial carbon storage due to a globally uniform step-like
increase in air temperatures by 1° C. Carbon stock anomalies in the new equilibrium are divided
into 20 classes, and the legend shows the lowest value of each class in units gC/m?.
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Figure 3.14: Carbon flux perturbations resulting from step-like global air temperature changes by
-1°C (a) and +1° C (b), respectively. Blue curves are perturbations in net primary productions,
green lines represent heterotrophic respirations, red curves stand for carbon fluxes due to fire, and
black curves are the resulting net ecosystem productions.
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Figure 3.15: Carbon flux perturbations resulting from a step-like global air temperature change
by —1° C in the NH and of +1° C in the SH. The blue curve is the perturbation in net primary
production, the green line represents heterotrophic respiration, the red curve stands for the carbon
flux due to fire, and the black curve is the resulting net ecosystem production.

In order to examine changes in vegetation distribution resulting from the experiment
with an instantaneous temperature decrease in the NH and an increase in the SH,
spatial coverages of the nine specific PFTs are plotted in figures 3.16, 3.17, and
3.18. Plant type coverages in the new equilibrium (450 years after the temperature
perturbation) in comparison to pre-industrial conditions are plotted for latitudinal
bands with the LPJ resolution of 2.5°. The vegetated area A, of a specific latitudinal
band b is calculated as follows:

Ab = Z FPCg”'d . Agrid (31)

gridCbh

where F'PCy,q is the grid cell foliar projective cover and A,,;4 the appropriate grid
cell area.

In general, all plant functional types show a southward shift in both hemispheres
after the temperature experiment (NH —1°C, SH +1°C). The reason for this is
that temperatures maintaining optimal growing conditions for a certain PF'T can be
found in lower latitudes (figure 3.11). The global area covered by vegetation (>, Ap)
is not changed significantly by the temperature perturbation (it is only 1.1% smaller
after the changes in temperature).
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The geographical distribution of tropical broadleaved evergreen (a) and raingreen
trees (b) shows a clear southward trend, whereas the covered area is almost constant
(+1% and +3% respectively). The extent of temperate needleleaved evergreen trees
(c) is decreasing by 9% after the temperature perturbation, especially between 30° N
and 40° N. Decreasing temperatures and a constant water supply are an advantage
for temperate deciduous trees in those latitudes, because they can adapt to cold con-
ditions by shedding their leaves during winter, and they partly replace temperate
conifers. Another part of temperate needleleaved trees is ruled out by invading bo-
real plants. Temperate broadleaved trees (d) and (e) show a clear southward trend,
and the area of coverage is decreasing by 11% and 6% of the pre-industrial extent,
respectively. All types of temperate trees are extremely sensitive to temperature de-
creases. In contrast to this, boreal trees (f) and (g) can keep their extent after the
temperature perturbation (+2% and +1% respectively), and the only effect of the
experiment on those PFTs is a displacement to lower latitudes. The distribution of
grass PFTs (h) and (i) is mainly depending upon extents and locations of trees. The
appropriate geographic patterns show a slight southward shift, and the covered area
for C; grass decreases by 3%, whereas for warm grass (C,), it increases by 3%.

The geographical PF'T distribution can be examined in figure 3.19. The world maps
show the PFTs with the largest foliar projective covers of every grid cell. The atmo-
spheric CO, concentration is set to a constant value of 280 ppmv. The upper map
shows the results for model spinup temperatures, the lower map shows the vegeta-
tion coverage in the new equilibrium after a temperature decrease by 1°C in the
northern hemisphere and an increase by 1° C in the southern hemisphere.

Because of the neglect of all PFTs except of the one with the biggest FPC, changes
in plant coverage are only visible if the major PFT in a certain grid cell is overruled
by another plant type after the temperature perturbation. But a global southward
shift can be examined for most of the PFTs, although the displacement to lower
latitudes of tropical (1, 2) and of temperate broadleaved trees (4, 5) can hardly be
detected. The partial replacement of temperate conifers (3) by temperate deciduous
(5) and boreal needleleaved trees (6) can clearly be examined in eastern USA, west-
ern Europe, and in China.
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Figure 3.16: Areas covered by (a) tropical broadleaved evergreen, (b) tropical broadleaved rain-
green, and (c) temperate needleleaved evergreen trees, resulting from an air temperature step of
-1°C in the NH, and +1°C in the SH. Plant coverages (in m?) are shown for latitudinal bands
with a resolution of 2.5°. Green areas represent increased spatial coverage in the new equilibrium,
red areas are decreases in vegetation.



52 3. Model sensitivity analyses

2.0et12 d) 4

1.5et+12

1.0et+12

-
1

0.5et+12

-60 -30 0 30 60

1.5et12 | B

1.0et+12

T
1

PFT covered area [m’]

0.5et12

1.5eH2F A

1.0et12 -

0.5e+12

0 ) N 1 . ) . . !
-60 -30 0 30 60

latitude [degree]

Figure 3.17: Areas covered by (d) temperate broadleaved evergreen, (e) temperate broadleaved
summergreen, and (f) boreal needleleaved evergreen trees, resulting from an air temperature step
of —1° C in the NH, and +1° C in the SH. Plant coverages (in m?) are shown for latitudinal bands
with a resolution of 2.5°. Green areas represent increased spatial coverage in the new equilibrium,
red areas are decreases in vegetation.
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Figure 3.18: Areas covered by (g) boreal summergreen trees, (h) cool grass (Cs), and (i) warm
grass (Cy), resulting from an air temperature step of —1° C in the NH, and +1° C in the SH. Plant
coverages (in m?) are shown for latitudinal bands with a resolution of 2.5°. Green areas represent
increased spatial coverage in the new equilibrium, red areas are decreases in vegetation.
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Figure 3.19: Geographical PFT distribution in the new equilibrium after an air temperature step
of —1° C in the NH and of +1° C in the SH. Both maps show the major PFT for each grid cell with
a constant atmospheric CO5 concentration of 280 ppmv. For the upper map, the model was forced
with baseline air temperatures, the lower map is the result of the temperature perturbation. (1)
are tropical broadleaved evergreen trees, (2) tropical broadleaved raingreen trees, (3) temperate
needleleaved evergreen trees, (4) temperate broadleaved evergreen trees, (5) temperate broadleaved
summergreen trees, (6) boreal needleleaved evergreen trees, (7) boreal summergreen trees, (8) cool
grass, (9) warm grass, and (10) bare ground.
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3.2.1 Changes in seasonality

Focusing on the seasonality of air temperatures, we change the strength of inter-
annual fluctuations in the following model sensitivity tests. Variations in monthly
temperatures from the annual mean value are changed by +10% or —~10% respectively
for every individual grid cell (figure 3.20). This is only done for temperature data
according to Leemans and Cramer [1991], whereas perturbations in temperatures
from a simulation by the Hadley Centre climate model HadCM2-SUL (Johns et al.
[1997], Mitchell et al. [1995]) are not changed. The model spinup is performed with
the different temperature seasonalities for 2000 years (as described in section 2.6),
until vegetation distribution is in equilibrium. The atmospheric CO, concentration
is set to a constant value of 280 ppmv.
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Figure 3.20: Global mean continental temperature seasonality. The black curve represents monthly
air temperatures from Leemans and Cramer [1991], averaged over all grid cells. For the grey curves,
the temperature seasonality is intensified (solid line) or attenuated (dashed line), respectively. This
is done by increasing or decreasing temperature variations from the annual mean value by 10% for
every grid cell.

The global carbon pool contents change by +22 GtC in the equilibrium with a weaker
temperature seasonality and by —66 GtC with a stronger seasonality (table 3.2). On
a global scale, the terrestrial carbon inventory is increased by 0.87% under decreased
seasonality, but it is more sensitive to increasing seasonality (-2.62%) because of the
significant temperature stress for most PFTs.
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carbon pool Copinup C-10 Ci10 AC_1p AC4y0
[GtC] [GtC] [GtC]  [%] [%0)]
vegetation 869 872 864 0.35 -0.58
litter above ground 113 114 110 0.88 -2.65
litter below ground 82 84 78 2.44 -4.88

fast soil organic matter 1002 1013 965 1.10 -3.69
slow soil organic matter 450 455 433 1.11 -3.78

sum of all pools 2516 2538 2450 0.87 -2.62

Table 3.2: Carbon uptake of the five pools after a change in seasonality by -10% or +10%, respec-
tively. Cspinup are the carbon inventories in the equilibrium after the model spinup, Cs10 are the
C stocks in the equilibrium with weaker or stronger seasonality respectively, and the differences
between Cxig and Cipinyp are plotted as ACtqo in percents of the baseline inventory.

In order to evaluate the dependency of vegetation dynamics on temperature sea-
sonality, we examine geographical plant distributions with a decreased or increased
temperature seasonality, respectively (figures 3.21 and 3.22). The world maps show
the major PFT for each grid cell with a constant atmospheric CO5 concentration of
280 ppmv. For the upper map in both figures, the model is forced with the spinup
climatology described in section 2.6, for the lower maps, temperature seasonality is
weaker (3.21) or stronger (3.22) by 10% for every grid cell.

As expected, the biggest changes in vegetation resulting from variations in tempera-
ture seasonality can be observed in mid- to high latitudes. In tropical regions, plant
coverages are almost independent of seasonality perturbations, because in those lat-
itudes, air temperatures only vary little throughout the year, and plants are not
temperature stressed at all. In northern high latitudes, boreal conifers (6) partly
rule out boreal and temperate deciduous trees with a weaker seasonality, whereas
summergreen trees dominate boreal regions with increased interannual temperature
variations. The reason for a decreased extent of boreal conifers with a decreased tem-
perature seasonality (and the opposite effect for an increased seasonality) is that the
mean temperature of the coldest month in a year has to be between —32 and —2° C,
and the mean temperature of the warmest month has to be 23°C or warmer (see
table of bioclimatic limits on page 12) in order that boreal conifers are able to regen-
erate. Under a weaker temperature seasonality, these conditions are fulfilled during
most of the years, whereas an increased seasonality favors the growth of summer-
green trees in the appropriate regions, because they are less sensitive to cold winter
temperatures.
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Figure 3.21: Geographical PFT distribution in the new equilibrium after a decrease in temperature
seasonality by 10%. Both maps show the major PFT for each grid cell with a constant atmospheric
CO, concentration of 280 ppmv. For the upper map, the model is forced with the spinup climatology
described in section 2.6, for the lower map, temperature seasonality is decreased by 10% for every
grid cell. (1) are tropical broadleaved evergreen trees, (2) tropical broadleaved raingreen trees, (3)
temperate needleleaved evergreen trees, (4) temperate broadleaved evergreen trees, (5) temperate
broadleaved summergreen trees, (6) boreal needleleaved evergreen trees, (7) boreal summergreen
trees, (8) cool grass, (9) warm grass, and (10) bare ground.
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Figure 3.22: Geographical PFT distribution in the new equilibrium after an increase in temperature
seasonality by 10%. Both maps show the major PFT for each grid cell with a constant atmospheric
CO; concentration of 280 ppmyv. For the upper map, the model is forced with the spinup climatology
described in section 2.6, for the lower map, temperature seasonality is increased by 10% for every
grid cell. (1) are tropical broadleaved evergreen trees, (2) tropical broadleaved raingreen trees, (3)
temperate needleleaved evergreen trees, (4) temperate broadleaved evergreen trees, (5) temperate
broadleaved summergreen trees, (6) boreal needleleaved evergreen trees, (7) boreal summergreen
trees, (8) cool grass, (9) warm grass, and (10) bare ground.
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Decreasing extents of boreal conifers under a stronger temperature seasonality result
in generally decreasing terrestrial carbon storage in the USA and in Eurasia (figure
3.23). In northern high latitudes, where boreal summergreen trees and Cs grass are
invading taiga regions, the terrestrial storage increases.
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Figure 3.23: Perturbations in the terrestrial carbon storage due to a global increase in air tem-
perature seasonality by 10%. Carbon stock anomalies in the new equilibrium are divided into 20
classes, and the legend shows the lowest value of each class in units gC/m?.

3.3 Precipitation variations

In a similar way as temperature values, precipitation input data Pjpn,, of the LPJ-
DGVM are made up of a baseline climatology of Leemans and Cramer [1991] with
monthly mean values, and of additional interannually variable climate data (see
section 2.6). In order to examine the reaction of the model to variations in precipi-
tation, it is run until it reaches a baseline equilibrium state, and then precipitation
is instantaneously increased or decreased by 20%, respectively. Rain- and snowfall
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should not be changed by a globally constant value as this was done with temper-
atures, because this scenario would not be realistic for regions with extremely low
annual precipitation values.

After a global precipitation perturbation by +20%, the terrestrial carbon inventory
increases by 100 GtC in the new equilibrium which is reached after approximately
400 years (figure 3.24). If precipitation is reduced by 20%, the carbon stock de-
creases by 130 GtC. Those results show that the reduction in carbon uptake of the
terrestrial biosphere resulting from decreasing water supply is relatively larger than
the enhanced carbon storage due to an increased precipitation level.
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Figure 3.24: Perturbations in terrestrial carbon inventories due to precipitation variations. The
blue curve represents a global precipitation increase by 20%, and the red line a decrease by 20%.

Resulting from an increase in rain- and snowfall, AN PP increases and stabilizes at
about 5 GtC/yr in the new equilibrium (figure 3.25). Perturbations in heterotrophic
respiration are as high as AN PP after less than 100 years. As expected, the carbon
flux R; due to fire increases with more precipitation, but it returns to the baseline
state as soon as the soil water is on a normal level again due to an enhanced vege-
tation coverage. Qualitatively, effects of decreased precipitation to carbon fluxes are
directly opposed, but changes in carbon fluxes are larger than under enhanced rain-
and snowfall.
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Figure 3.25: Carbon flux perturbations resulting from an increase (a) or decrease (b) in precipita-
tion by 20%. Blue curves represent net primary productions N PP, green lines are heterotrophic
respirations Rp, red curves stand for carbon fluxes Ry due to fire, and black curves are net ecosys-
tem productions NEP.
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Next, the sensitivity of terrestrial carbon storage to changes in precipitation is an-
alyzed in detail. The LPJ model is forced with precipitation data increased or de-
creased by 2, 8, 14, and 20% respectively, and perturbations in terrestrial carbon
inventories are examined (figure 3.26). Carbon storage shows a slightly stronger sen-
sitivity to precipitation decreases than to increases, but apart from this effect, the
dependence of terrestrial carbon inventories to changes in precipitation is approxi-
mately linear. According to Voss and Mikolajewicz [1999], precipitation changes by
2.42% for temperature variations by 1° C, and Hulme et al. [1998] predicts precip-
itation sensitivity to be 2.37%/° C. Combining those informations, the terrestrial

carbon storage decreases by approximately 15GtC for a temperature decrease by
1°C.
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Figure 3.26: Perturbations in terrestrial carbon storage resulting from changes in precipitation.
Black circles result from simulation with increased precipitation, gray circles represent decreases
in precipitation. Solid lines are linear regressions of the model results.

The vegetation distribution after a global precipitation decrease by 20% is plotted in
figure 3.27. The dominating plant functional type of each grid cell is plotted, whereas
the model is forced with baseline data for atmospheric CO, concentrations and air
temperatures. For the upper map, precipitation data by Leemans and Cramer [1991]
are used, the lower map shows the vegetation coverage in the new equilibrium after
a precipitation decrease by 20%.
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Most plant functional types do not significantly change their geographical distribu-
tion due to lower precipitation except of a partial displacement of tropical raingreen
by evergreen trees. The major effect after decreased rain- and snowfall are globally
enhanced extents of deserts, because the water stress of plants growing in border
regions of deserts becomes too strong after the precipitation decrease. Again, it has
to be taken into account that the maps in figure 3.27 only show the PFT with
the biggest foliar projective cover for each grid cell. Because of this simplification,
changes in vegetation coverage are only displayed if the major plant type is another
one after the precipitation decrease.
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e

Figure 3.27: Geographical PFT distribution in the new equilibrium after a global precipitation
decrease by 20%. Both maps show the major PFT for each grid cell with a constant atmospheric
CO; concentration of 280 ppmv and baseline temperature forcing. For the upper map, precipitation
data by Leemans and Cramer [1991] are used, the lower map shows the vegetation coverage in the
new equilibrium after a precipitation decrease by 20%. (1) are tropical broadleaved evergreen trees,
(2) tropical broadleaved raingreen trees, (3) temperate needleleaved evergreen trees, (4) temperate
broadleaved evergreen trees, (5) temperate broadleaved summergreen trees, (6) boreal needleleaved
evergreen trees, (7) boreal summergreen trees, (8) cool grass, (9) warm grass, and (10) bare ground.



Chapter 4

Terrestrial carbon storage over the
last 500 years

CO. data reconstructed from Law Dome ice cores [Etheridge et al., 1996] show that
the level of CO, dropped by about 6 ppmv around 1550, and stayed low until about
1850. This period is around the time of reported low temperatures in Europe is often
referred to as ”Little Ice Age” (LIA) [Grove, 1988]. It should be pointed out that
there is no consensus on when the LIA began or ended, and there is no evidence in
temperature records of a worldwide, synchronous and prolonged cold interval [Jones
and Bradley, 1992]. Grove [1988] estimates that the observed temperature decrease
in parts of Europe was about 1-2° C, with frequent fluctuations rather than sus-
tained cool temperatures.

In this chapter, we examine the hypothesis that the relatively low atmospheric CO,
level between 1550 and 1850 was caused by an enhanced terrestrial storage. This
assumption is confirmed by increased §'*C values during the seventeenth and eigh-
teenth centuries [Trudinger et al., 1999]. By solving the atmospheric budget equa-
tions for CO, and 6*3C for the unknown global fluxes into the terrestrial biosphere
(double deconvolution), the additional terrestrial storage is assumed to be about
40 GtC [Joos et al., 1999] (figure 4.1).
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Figure 4.1: Net ecosystem production obtained by solving the atmospheric budget equations for
CO; and 6*3C for the unknown global fluxes into the terrestrial biosphere [Joos et al., 1999].
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4.1 Data

4.1.1 CO, data

In this study, simulations are performed with two different CO, data sets (figure 4.2).
Atmospheric concentrations (a) from 1006 to 1997 A.D. are values obtained from
air bubbles entrapped in ice cores and direct atmospheric measurements. The three
ice cores used for data reconstruction, DEO8, DE08-2, and DSS, are situated in Law
Dome, Antarctica, and they provide COq values until 1978 [Etheridge et al., 1996].
Those data overlap with the atmospheric record from measurements at South Pole
[Keeling, 1991]. Panel (b) shows atmospheric CO, concentrations from the year 914
to 1992. The data points are a combination of reconstructions from the Antarctic ice
cores D47 and D57, South Pole, and Siple, and of direct atmospheric measurements
in Mauna Loa, Hawaii (Barnola et al. [1995], Neftel et al. [1982], Neftel et al. [1994],
Siegenthaler et al. [1988]). Both data sets are spline fitted (appendix C) using cutoff
periods of 300 years prior 1850 and of 40 years afterwards, resulting in evolutions
COs(a,b) [Joos et al., 1999].

Atmospheric CO, was approximately constant at 280 ppmv during the last millen-
nium, before it decreased to a relatively lower level during the seventeenth and
eighteenth centuries. Since the beginning of the industrial period in the nineteenth
century, concentrations rapidly increased to reach 366.7 ppmv in 1998 due to anthro-
pogenic emissions such as fossil fuel burning, changes in land use, and deforestation.

For the LPJ experiments, spline fitted atmospheric concentrations COs(a,b) from
the year 1515 to 1980 are used as model input data for simulations with changing
CO concentrations (figure 4.3). An important distinction between the two data
sets are the different evolutions between 1550 and 1850. While concentrations re-
constructed from Law Dome ice cores COs(a) decreased by up to 6 ppmv relative
to pre-industrial values during this time period, data COy(b) only decreased by
2ppmv around the year 1700. This difference points to fundamental uncertainties
in highly resolved reconstructions of pre-industrial atmospheric CO4 concentrations.
Analytical uncertainties for CO4 reconstructions of the appropriate time period are
+1.2 ppmv according to Etheridge et al. [1996]. Probable explanations for distinc-
tions between different ice core analyses are analytical or dating uncertainties, or
drilling locations with CO4 histories which are not representative for global concen-
trations. In this study, simulations are performed with both data sets COz(a, b) to
examine the influence of uncertainties in atmospheric concentrations on the terres-
trial carbon uptake.



4.1. Data 67

a)
360 O Law Dome
340
z
S 320
=)
ON
Q
o
300
280
260 " 1 " 1 " 1 " 1 "
1000 1200 1400 1600 1800 2000
year
) T ' T ' T ' T
360 - 0 D47 and D57 7
Southpole
o Siple
340 b Mauna Loa N
g
5 320
=0
o
O
o
300
280
260 I} I} I} I}
1000 1200 1400 1600 1800 2000

year

Figure 4.2: Two sets of atmospheric CO4 concentrations reconstructed from air bubbles entrapped
in Antarctic ice cores and from direct measurements. (a) Atmospheric data are obtained from ice
cores DE08, DE(8-2, and DSS (situated in Law Dome, Antarctica) [Etheridge et al., 1996], and
from direct measurements at south pole [Keeling, 1991]. (b) CO, data are obtained from ice cores
D47 and D57 (Adelie Land), South Pole, and Siple, and from monthly atmospheric measurements
taken at Mauna Loa (Hawail) (Barnola et al. [1995], Neftel et al. [1982], Siegenthaler et al. [1988],
Neftel et al. [1994]). Both data sets are spline fitted using cutoff periods of 300 years prior 1850
and of 40 years afterwards, resulting in evolutions CO3(a,b) (solid lines) [Joos et al., 1999].
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Figure 4.3: Atmospheric data sets CO2(a) and CO4(b), respectively. Values from the year 1515 to
1980 are used as input data for simulations in this study.

4.1.2 Temperature data

A set of spatially resolved air temperatures is used for LPJ simulations. The distri-
bution of land, air and sea surface temperature gridpoint data available from 1902
onward are plotted in the upper map in figure 4.4, indicated by shading [Mann
et al., 1998]. The squares mark gridpoints with nearly continuous records extending
back to 1854 that are used for verification. Temperature data were obtained using a
multiproxy network consisting of widely distributed high-quality annually resolved
proxy climate indicators, individually collected and formerly analyzed by many pa-
leoclimate researchers. The network includes a collection of annual-resolution den-
droclimatic, ice core, ice melt, and coral records, combined with long instrumental
records. The lower map shows available temperature data applied to the finer reso-
lution of the LPJ model by linear interpolation. In doing so, temperatures are only
calculated for grid points completely surrounded by data of Mann et al. [1998].

The main problem by using those temperature data is the occurrence of notable
spatial gaps in Canada and Greenland, South America, Africa, Russia, China, and
Australia. The data network covers portions of the globe significant enough to main-
tain reliable temperature patterns if oceanic grid cells are considered, but because
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LPJ model simulations are limited to land areas, temperature values are only avail-
able for 47% of the 1631 continental grid cells. Especially missing data in tropical
regions are a big problem.

Figure 4.4: Upper panel: Distribution of the 1082 available land air and sea surface temperature
gridpoint data from 1902 onward indicated by shading [Mann et al., 1998]. The squares indicate
the subset of 219 gridpoints with nearly continuous records extending back to 1854 that are used
for verification.

Lower panel: Grid points with available temperature data by Mann et al. [1998] applied to the
resolution of the LPJ model by linear interpolation (shaded areas). Temperature values are only
available for 47% of the 1631 continental grid cells.

In order to reconstruct spatially resolved temperature evolutions, the dominant pat-
terns of the instrumental surface temperature data are isolated by Mann et al. [1998]
with empirical orthogonal function analysis (see appendix B). EOF analysis provides
a natural smoothing of the temperature field in terms of a small number of dominant
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patterns of variability or empirical eigenvectors. Each of these eigenvectors is asso-
ciated with a characteristic spatial pattern or empirical orthogonal function EOF
and its characteristic evolution in time or principal component PC. The ranking of
the eigenvectors orders the fraction of variance they describe in the multivariate
data during the calibration period. The first five of these eigenvectors describe a
fraction of 93% of the global mean temperature variations, and 85% of the northern
hemisphere mean variations. The first eigenvector, associated with the significant
global warming trend of the past century, describes 88% of the variability in the
global mean. The second eigenvector is the dominant ENSO-related component, de-
scribing 41% of the variance in the NINO3 index. This eigenvector shows a modest
cooling trend in the eastern tropical Pacific, which opposes warming in the same re-
gion associated with the global warming pattern of the first eigenvector (figure 4.5)
[Mann et al., 1998].

035 -045 015 000 015 045 0OFA

Figure 4.5: Empirical orthogonal functions for the two leading eigenvectors of the global tempera-
ture data from 1902-1980 (calibration period). (a) shows the pattern of the first, (b) of the second
EQF, respectively. The gridpoint areal weighting factor has been removed from the EOFs so that
relative temperature anomalies can be inferred from the patterns [Mann et aol., 1998].
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The temporal evolutions of the first five eigenvectors are plotted in figure 4.6. The
zero line corresponds to the 1902-1980 calibration mean of the quantity. The pos-
itive trend in the first PC during the twentieth century is clearly exceptional in
the context of the long-term variability in the associated eigenvector, and indeed
describes much of the unprecedented warming trend evident in the reconstruction
of northern hemisphere temperatures. The negative trend in PC no.2 during the
past century is also anomalous in the context of the longer-term evolution of the
associated eigenvector. The recent negative trend is associated with a pattern of
cooling in the eastern tropical Pacific which may be modulating negative feedback
on global warming. PC no.5 shows notable multidecadal variability throughout both
the modern and pre-calibration interval, associated with a wavelike trend of warm-
ing and subsequent cooling of the North Atlantic this century [Mann et al., 1998].
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Figure 4.6: The first five principal component time series according to Mann et al. [1998]. The zero
line corresponds to the 1902-1980 calibration mean of the quantity.

In order to reconstruct temperature data of the last 500 years, the first two prin-
cipal component time series are spline fitted and shifted so as to serve as LPJ
model input data (figure 4.7). The reason for spline fitting is that we are only inter-
ested in temperature trends on a long time scale, because interannual temperature
fluctuations are provided by data from a simulation by the Hadley Centre climate
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model HadCM2-SUL (Johns et al. [1997], Mitchell et al. [1995]). The fitting of the
curves is performed with a Fortran program by Michele Bruno which calculates cu-
bic smoothing spline functions according to de Boor [1978] (see appendix C for a
short description of the method), where different cutoff periods are used. The PCs
(1515-1980) are vertically shifted so that the mean value of the first 10 years (1515
to 1525) is zero. This ensures that there is no significant temperature step in the
first year after the model spinup, when reconstructed temperature data are added.

Because the first few pairs of eigenvectors ¢; and principal component time series
@; explain most of the variability of a specific data set (see appendix B), we can
reconstruct spatially and temporally resolved temperature perturbation values AT
from the first two EOF /PC pairs (figure 4.8):

ATy = aic] + a6 (4.1)

Temperature anomalies AT} are set to zero for grid cells with missing data (figure
4.4). Temperatures AT} 19 are reconstructed from the leading two PCs spline fitted
with a cutoff period of 10 years, ATj 3, are based on splined PCs with a cutoff period
of 30 years, respectively.

The global mean evolution of reconstructed temperature perturbations ATy is fluc-
tuating on the order of 0.2° C until 1900 (figure 4.8). Afterwards, a global warming
trend of up to 0.4° C is indicated. The long-term trend in the annual mean tempera-
ture series shows pronounced cold periods during the late sixteenth and seventeenth
and in the early twentieth centuries, and somewhat warmer intervals during the
mid-seventeenth and late eighteenth centuries. Analyzing global mean temperature
reconstructions does not show generally cooler temperatures between 1550 and 1850.
Temperature anomalies calculated from splined PCs nicely approximate the evolu-
tion of ATy.
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Figure 4.7: Spline fitted and shifted first (a) and second (b) principal component time series (1515-
1980). Gray curves are non spline fitted data, black lines are spline functions with cutoff periods
of 10 and 30 years, respectively. All curves are vertically shifted so that the mean value of the first

10 years is zero.
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Figure 4.8: Global mean temperature perturbations reconstructed from first two PC/EOF pairs by
Mann et al. [1998]. The gray curve stands for temperature data ATy, and black lines are based on
spline fitted PCs with cutoff periods of 10 and 30 years, respectively. Temperature perturbations
are set to zero for grid cells with missing data.

In order to examine the potential influence of spatial gaps in air temperature per-
turbations (figure 4.4) on the reconstructed uptake, missing temperature data are
replaced by zonally averaged values. Therefore, mean continental air temperatures of
latitudinal bands (with the LPJ-DGVM resolution of 2.5°) are assigned to grid cells
with missing temperature values, resulting in the temperature data set A7,. The
effect of using zonally averaged values is an approximate doubling of global mean
temperature anomalies (figure 4.9). In the year 1700 for example, the mean temper-
ature change ATy is —0.14° C, whereas the averaged temperature perturbation AT,
is —0.33° C. It is obvious that the use of zonal averages is a rough approximation,
especially gaps in the tropics are difficult to reconstruct with this method. Never-
theless, temperature anomalies AT} resulting from this approach are decidedly more
realistic than setting temperature changes in grid cells with missing values to 0° C.
Taking into account that changes in continental temperatures are generally larger
than oceanic air temperature perturbations, representing inner continental tempera-
tures by temperatures of coastal regions is a rather conservative approach. For those

reasons, simulations in this study are performed using temperature perturbations
AT,.
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Figure 4.9: Global mean temperature perturbations AT , reconstructed from first two PC/EOF
pairs by Mann et al. [1998]. For the data set AT,, represented by the black line, temperatures
of grid cells with missing values are set to zonal averages. The gray curve represents temperature
data ATj, where spatial gaps are uniformly set to 0° C.

Mean temperature anomalies between 1550 and 1850 point out that according to
data by Mann et al. [1998], the cooling trend during this time period was not a global
event (figure 4.10). Whereas in the eastern USA, Europe, and China, temperatures
decreased by —0.1 to —0.4°C, mean temperatures in tropical regions increased by
up to 0.4°C. The following web page maintains a Java animation of temperature
patterns by Mann et al. [1998] from the year 1730 to 1980:
www.ngde.noaa.gov/paleo/class/AnniMann/AnniMann.html
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Figure 4.10: Geographical pattern of mean temperature anomalies AT, averaged over the period
from the year 1550 and 1850 relative to temperatures around 1515 (in units ° C). The legend
indicates the lowest value of each class represented by different colors.

It has to be pointed out that the reliability of temperature reconstructions by Mann
et al. [1998] is limited. Because widespread instrumental climate data are available
for only about one century, reconstructions reaching further back are based on proxy
climate indicators combined with some long instrumental records. The full record
of 112 indicators is only available back to 1820, calibrations back to 1760 are based
on 93 indicators, the network available back to 1700 consists of 74 indicators (in-
cluding only two instrumental or historical indicators), 57 indicators (one historical
record) reach back to 1600, and only 24 proxy indicators are available back to 1450.
The limited availability and reliability of the multiproxy network is to be taken into
account interpreting pre-industrial temperature reconstructions.
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4.2 Results

Several experiments are performed with different combinations of model input data
in order to examine connections between temperatures, atmospheric COy concen-
trations and terrestrial carbon uptake (table 4.1). During the model spinup of 2000
years (see section 2.6), the LPJ-DGVM is forced with pre-industrial CO5 concentra-
tions (280 ppmv) and temperatures Typiny, for all experiments. Transient simulations
start in the year 1515, and the model is run for 465 years until 1980.

experiment COg concentrations air temperatures

C (a) 002 (CL) Tspinup

C (b) CO, (b) Tsmnup

T(0) 280 ppmv Tspinup + ATo
T(0,10) 280 ppmv Tspinup + ATo,10
T(0,30) 280 ppmv Tspinup + ATo,30
T(Z) 280 ppmv Tspinup + A,Tz
C(a)T(Z) CO?(G) Tspinup + ATZ

Table 4.1: Air temperature input data and atmospheric CO» concentrations of different model
experiments. Major simulations are emphasized. Atmospheric carbon dioxide concentrations
CO4(a,b) are described in section 4.1.1, Tspinyp are spinup temperature data (2.6), ATy, ATy, 10,
and ATy 30 are temperature perturbations according to equation 4.1 basing on different PC splines
and with temperature anomalies of grid cells with missing values set to zero, and AT, are temper-
ature perturbations with missing values set to zonal averages.

4.2.1 Simulations with varying CO,

In order to examine the evolution of terrestrial carbon storage under atmospheric
concentrations COs(a) and COs(b) respectively, and with pre-industrial air tem-
peratures Tipinup, simulations C(a,b) are performed. After the sixteenth century,
the terrestrial carbon inventories resulting from both simulations continuously de-
creased, until in the eighteenth century, the perturbation in carbon stock was 7 GtC
below zero for the experiment C(a) and 15 GtC below zero for the simulation C(b),
respectively (figure 4.11). During the industrial period, the terrestrial biosphere was
acting as a carbon sink, and the storage was increasing by up to 90 GtC (1980). The
discrepancy of up to 8 GtC between terrestrial inventories of the two simulations in
the seventeenth, eighteenth, and nineteenth centuries is caused by differences in the
appropriate CO, data sets of up to 4 ppmv during this period. Results of both simu-
lations show that the carbon stock was sinking evidently below the baseline carbon
storage Clpinyp during the seventeenth century with constant climatic conditions.
The terrestrial biosphere being a carbon source between 1600 and 1700 A.D. is a
fundamental inconsistence to the hypothesis of enhanced terrestrial carbon storage
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between 1550 and 1850 A.D., although we have to take into account that tempera-
tures are kept constant in the appropriate simulations.
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Figure 4.11: Perturbations in terrestrial carbon inventories resulting from simulations C(a,b) with
pre-industrial temperatures Tspinyp and atmospheric CO2 concentration sets COz2(a) and CO2(b)
during the last 500 years.

Perturbations in carbon fluxes from the atmosphere to the terrestrial biosphere are
analyzed examining results of simulation C(a) (figure 4.12). The temporal evolutions
of the fluxes show that terrestrial pools acted as carbon sources during the seven-
teenth century and as sinks afterwards. Between 1600 and 1700, AN PP decreased
by 0.8 GtC/yr, before the flux rapidly increased by 7.5 GtC/yr under industrial CO,
concentrations. Taking into account that perturbations in heterotrophic respiration
Ry, were slightly smaller than changes in N PP and that carbon fluxes caused by fire
events decreased under relatively lower COq concentrations, ANEP was approxi-
mately 0.1-0.2 GtC/yr below zero during the seventeenth century.
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Figure 4.12: Perturbations in carbon fluxes resulting from simulation C(a).

4.2.2 Simulations with varying temperatures

Model simulations T(0), T(0,10), and T(0,30) are performed in order to investigate
the influence of interannual variability on terrestrial carbon storage. The evolutions
of carbon stocks related to spline fitted PCs show significant discrepancies to the
C inventory resulting from temperatures ATy, calculated with non fitted principal
component time series (figure 4.13). Terrestrial carbon inventories are in nice accor-
dance until approximately 1650, but afterwards, values related to fitted PCs are 4
to 7GtC lower than in simulation T(0). The neglect of transient fluctuations of the
principal component time series leads to a different vegetation distribution, because
years with extremely high or low annual mean temperatures are missing. Because
of this dependency of terrestrial carbon uptake on interannual temperature fluc-
tuations, the LPJ model is forced with air temperatures ATy reconstructed from
non-fitted PCs in the following experiments.
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Figure 4.13: Terrestrial carbon inventory perturbations resulting from simulations T(0), T(0,10),
and T(0,30). Gray curves stands for carbon stock anomalies resulting from temperature data AT
(calculated from non-splined PCs), and black lines show results for temperature data based on
spline fitted PCs with cutoff periods of 10 and 30 years, respectively. Temperatures of grid cells
with missing values are set to 0° C, and the atmospheric CO2 concentration is 280 ppmv.

The comparison between evolutions of temperature changes AT, and perturbations
in terrestrial carbon inventories shows a fundamental temperature dependency of
terrestrial carbon storage (figure 4.14). With decreasing air temperatures, the het-
erotrophic respiration R;, decreases because of smaller decomposition rates, and
N PP is simultaneously increased because plants tend to open their stomatas. These
reactions result in enhanced carbon storage under decreased air temperatures and
reduced carbon storage with higher temperatures. Therefore, major decreases in
ATy in the late sixteenth and seventeenth and in the early twentieth centuries result
in pronounced increases in terrestrial carbon storage. Around 1600, the carbon in-
ventory is increased by approximately 5 GtC, and from 1670 to 1750, the terrestrial
storage is enhanced by 5-8 GtC relative to the baseline carbon inventory Cipinup.
Specific transient fluctuations in the evolutions of temperatures and carbon inven-
tory can hardly be related, but trends on longer time scales show that the carbon
cycle reacts to temperature variations within decades.
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Figure 4.14: Changes in terrestrial carbon inventory resulting from air temperature perturbations
ATy. The upper curve indicates global mean temperature perturbations, and the lower curve
represents carbon stock anomalies.

Now, the potential influence of missing temperature data on the reconstructed ter-
restrial uptake is examined. Therefore, simulation T(z) is compared with experi-
ment T(0) (figure 4.15). Perturbations in terrestrial carbon inventories are generally
stronger if the model is forced with temperatures AT, supplemented by zonally aver-
aged values than with AT}. Especially storage anomalies lasting several decades are
amplified in the simulation T(z). Hence the most significant effects of using zonally
averaged temperatures are a higher increase in carbon storage in 1600 and reinforced
decreases of the terrestrial carbon stock between 1725 and 1900 A.D. and after 1940.
After a major decrease in terrestrial carbon inventory during the eighteenth century,
simulation T(z) results in a perturbation in carbon storage of —12 GtC around 1775,
whereas according to experiment T(0), the storage is only perturbed by —1 GtC.
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Figure 4.15: Perturbations in terrestrial carbon inventories resulting from model runs with air tem-
perature data AT . reconstructed from values by Mann et al. [1998]. For the simulation represented
by the black curve, grid cells with missing temperatures are set to zonally averaged temperatures.
The gray curve represents an experiment where spatial temperature gaps are uniformly set to 0° C.

4.2.3 Simulations with varying CO, and temperatures

Now, terrestrial carbon inventories resulting from simulations with changing CO,
concentrations and temperatures are examined, and the coupling of CO, and tem-
perature effects is analyzed. The comparison between carbon stocks resulting from
simulations C(a,b) and the appropriate C inventories according to experiments
C(a,b)T(z) shows that during the pre-industrial period, changes in carbon stor-
age resulting from CO, perturbations were of about the same magnitude as changes
due to temperature anomalies (figure 4.16). During the industrial period, the evolu-
tion of the terrestrial carbon stock was dominated by the atmospheric CO, increase.
Results of the simulation C(a) show that during the seventeenth century, the ter-
restrial biosphere was acting as a carbon source, until the perturbation in C stock
was —15GtC in 1700. Afterwards, the biosphere continuously took up carbon from
the atmosphere. Simultaneously forcing the model with temperature anomalies AT,
results in further decreases of the carbon inventory in the mid-seventeenth and late
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eighteenth centuries and increases around 1600 and 1700. In the year 1600, the car-
bon storage was 7 GtC above the model spinup level, but afterwards, perturbations
in carbon inventory were negative until 1850. Forcing the LPJ model with atmo-
spheric concentrations C'O5(b) leads to a slightly enhanced carbon storage, but the
pre-industrial terrestrial carbon content was only exceeded by 7 GtC around the year
1700. Therefore, the simulations C(a,b)T(z) do not confirm the hypothesis that ap-
proximately 40 GtC entered the terrestrial biosphere from the year 1550 to 1850.

In order to examine how effects of changing temperatures and CO, concentrations on
terrestrial carbon uptake are coupled, we compare the simulations T(z) and C(a,b)
with combined experiments C(a,b)T(z) (figure 4.17). In general, there is more car-
bon in terrestrial stocks resulting from simulations C(a,b)T(z) than resulting from
the sum of experiments T(z) and C(a,b). Although we can observe this tendency for
both atmospheric concentrations COz(a, b), distinctions are only up to 7 GtC. So,
the superposition of temperature and carbon effects is approximately linear.

Absolute temperature anomalies and the influences on carbon storage are signif-
icantly stronger in lower latitudes (figure 4.18). Between 30°N and 30°S, mean
air temperatures decrease by more than 1°C during the late sixteenth and mid-
seventeenth centuries. Relative to simulation C(a), the terrestrial carbon storage
resulting from simulation C(a)T(z) increases by 150 — 250 gC/m? around the years
1600 and 1700 in low latitudes. In higher latitudes, the appropriate perturbations in
carbon storage are only up to 50 gC/m?, because decreases in air temperatures are
not higher than 0.3° C.
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Figure 4.16: Perturbations in terrestrial carbon inventories for experiments C(a,b) with pre-
industrial air temperatures (gray curves) and for C(a,b)T(z) with additional temperature data
AT, (black curves). For simulations in panel (a), atmospheric data CO2(a) were applied, whereas

for experiments indicated in panel (b), the model was forced with carbon dioxide concentrations
COs(b).
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Chapter 5

Conclusions and discussion

5.1 Model sensitivity analyses

The sensitivity of the vegetation distribution and the terrestrial carbon storage to
atmospheric CO, concentrations and climatic variables is favoredanalyzed with step-
like perturbations of the appropriate variable. CO5 concentrations and temperatures
are changed by globally uniform absolute values, whereas precipitation is perturbed
by globally uniform relative values.

In order to examine the sensitivity of the terrestrial biosphere to atmospheric CO,
concentrations, simulations with step-like CO, increases are performed, whereas cli-
mate is kept constant. An immediate doubling of atmospheric CO4 concentrations
results in an increase in terrestrial carbon storage by approximately one third, and
when the CO, concentration is tripled, the carbon stock is increased by 50%. Half of
the additional carbon enters the vegetation pools because of increased plant growth
rates under elevated CO, concentrations (carbon fertilization effect), whereby trop-
ical rainforests play a key role for the terrestrial carbon storage. In vegetation dy-
namics, woody PFTs are over grasses due to their competitive advantage for light
over understory vegetation. Because soil organic matter pools have extremely long
turnover times, the terrestrial biosphere is not in an equilibrium state until approx-
imately 4000 years after a CO5 increase by 500 ppmv.

The temperature sensitivity of the terrestrial biosphere is analyzed with instanta-
neous air temperature perturbations by 1° C. With decreasing temperatures, plants
tend to open their stomatas because moisture loss is reduced. The enhanced NPP
and the simultaneous decrease in Rj, because of smaller decomposition rates result
in an increased terrestrial carbon storage. If temperatures are globally increased by
1° C, the perturbation in carbon storage is 65 GtC in the new equilibrium, whereas
after a globally uniform temperature decrease by 1° C, the biosphere takes up 85 GtC.
The terrestrial carbon storage is more sensitive to temperature decreases, but the
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reaction to increased temperatures is larger immediately after the perturbation. If
air temperatures are simultaneously decreased by 1° C in the NH and increased by
1°C in the SH, all PFTs show a southward shift, because temperatures maintaining
optimal growing conditions can be found in lower latitudes. If the strength of inter-
annual temperature variations is increased by 10%, the terrestrial carbon inventory
decreases by 66 GtC, and if the seasonality is reduced by 10%, the additional carbon
storage is 22 GtC. Major changes in vegetation resulting from seasonality variations
are in northern mid-latitudes.

The sensitivity of terrestrial carbon uptake to a global uniformly global relative
precipitation decrease is slightly stronger than to an increase in precipitation. The
terrestrial carbon inventory changes by —130 GtC after a precipitation decrease by
20%, and by 100 GtC resulting from increased precipitation by 20%. But apart
from this effect, perturbations in carbon inventories are linearly related to relative
changes in precipitation. Most PFTs do not significantly change their geographical
distribution after a global decrease in precipitation by 20%. The major effect due to
decreased snow- and rainfall is a globally enhanced extent of deserts.

5.2 7 Little ice age” hypothesis

Several records of atmospheric CO4 concentrations reconstructed from air bubbles
entrapped in ice cores show that the level of CO4 decreased around 1550, and stayed
low until about 1850. This period is around the time of reported low temperatures
in Europe is often referred to as ”little ice age” (LIA) [Grove, 1988].

The major purpose of this study is the analysis of the hypothesis that the rela-
tively low atmospheric COs level during the appropriate time period was caused by
an enhanced terrestrial carbon storage (Trudinger et al. [1999], Joos et al. [1999]).
According to our simulations, this hypothesis can not be validated. Although the ter-
restrial carbon storage is temporally increased under lower air temperatures between
1550 and 1850, the effect of decreasing COs concentrations is clearly dominating.
As a consequence, the terrestrial biosphere is a carbon source during the whole sev-
enteenth century, and the carbon storage is mostly below the level of the year 1500
during the time period with decreased CO, concentrations.

We now try to estimate the stability of our simulation results by summarizing limi-
tations and uncertainties of input data and model parameters. A major problem is
that our input data are limited by various reasons. Reconstructed atmospheric COq
concentrations show clear decreases between 1550 and 1850, but there is a significant
discrepancy between the two data sets used in this study. Whereas concentrations
COs(a) [Etheridge et al., 1996] decrease by up to 6 ppmv between 1550 and 1850,
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atmospheric CO, in data set CO4(b) (Barnola et al. [1995], Neftel et al. [1982], Neftel
et al. [1994], Siegenthaler et al. [1988]) only decreases by 2 ppmv between the year
1550 and 1700. This significant difference clearly shows that there are major un-
certainties in reconstructing highly resolved atmospheric COy concentrations from
ice core measurements. Problems may be related to uncertainties in analyzing and
dating ice core measurements and to overlaid regional effects resulting from specific
drilling locations.

Temporal and spatial evolutions of temperature anomalies by Mann et al. [1998]
are dominated by strong fluctuations. So, global mean temperatures only show pro-
nounced cool periods during a few decades in the late sixteenth and seventeenth
centuries, and averaged temperature perturbations between 1550 and 1850 A.D. are
only below zero in some specific regions of the world (i.e. eastern USA, Europe,
and China). The reliability of those temperature reconstructions is clearly limited,
because only few long instrumental records are available, and the reconstruction
from proxy climate indicators is associated with significant uncertainties. Another
problem are spatial gaps of temperature patterns in large continental regions of the
world. Using zonally averaged values as temperature anomalies of grid cells with
missing data is a rough approximation, and especially temperatures of tropical re-
gions are difficult to reconstruct with this approach.

Unfortunately, temperatures are the only spatially resolved climate data available
back to the sixteenth century. Therefore, for climatic parameters such as cloud cover
or precipitation patterns, the same data are used for transient simulations as dur-
ing the model spinup. According to our sensitivity analyses, perturbations in global
carbon storage are almost linearly dependent on uniform changes in precipitation.
According to simulations by Voss and Mikolajewicz [1999], precipitation changes by
2.42% for temperature variations by 1° C, and Hulme et al. [1998] predicts precip-
itation sensitivity to be 2.37%/° C. Combining these informations, the terrestrial
carbon storage would approximately decrease by 15 GtC for a globally uniform tem-
perature decrease by 1°C. This suggests that a consideration of the precipitation
anomalies would rather tend to reduce the magnitude of the simulated carbon stor-
age induced by temperature changes only.

Except of model simplifications such as the reduction of PFTs to average individuals
or the spatial resolution of 2.5x3.75 degrees, there are several further restrictions
and simplifications in the LPJ-DGVM. A general uncertainty by simulating vege-
tation dynamics is the choice of reasonable vegetation sensitivities to atmospheric
COg concentrations and air temperatures. Another problem of the LPJ model is the
strong sensitivity of the vegetation to interannual climatic perturbations.
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Summarizing our analyzes, the hypothesis of enhanced terrestrial carbon storage
due to lower air temperatures is not validated by LPJ-DGVM simulations. Major
problems are limited availabilities and reliabilities of climate data and atmospheric
COg concentrations. Dynamic vegetation models are important tools in order to un-
derstand reactions of the terrestrial biosphere to climate perturbations or changes
in CO, concentrations. But in order to analyze pre-industrial climatic events, more
reliable data with higher temporal and spatial resolutions will be necessary.
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Appendix A

Major world biomes

Structurally and functionally distinct ecosystem complexes, known as biomes, occur
in different climates. There are several global biome classifications, and in this study,
we distinguish the major world biomes tundra, taiga, temperate forest, temperate
grassland, desert, savannah, and tropical rainforest. The following short descriptions
of those biological communities are written based on the following web page:
www.ucmp. berkeley. edu/glossary/gloss5 /biome.

Tundra is the coldest of all the biomes, and it occupies the world in the highest
northern latitudes. The expression tundra comes from the Finnish word tunturia,
meaning treeless plain. Trees can hardly survive in those regions because of the
harsh climatic conditions (temperatures between —34 and 12° C, and precipitation
of 150 to 250 mm/yr), and therefore the vegetation is dominated by small plants
and grasses. Tundra is covered in snow and ice for most of the year.

The taiga, also known as boreal or northern coniferous forest, is the largest biome in
the world. It covers big parts of Canada, Europe, and Asia. The cold climate mainly
supports coniferous trees with long, waxy needles. In order not to waste energy to
grow new leaves every year, most trees in this biome are evergreen plants. Precipi-
tation, primarily in the form of snow, is between 400 and 1000 mm /year, and boreal
plants resist the loss of moisture with their thick bark and with a small stomatal
conductance.

The temperate forest biome, also called deciduous forest, is found in the middle
latitudes in eastern North America, western Europe, and eastern Asia. In the south-
ern hemisphere, smaller areas of temperate forest can be found in South America,
southern Africa, and Australia. In all those regions, there are four definite seasons
with temperatures between -30 and 30° C and with evenly distributed precipitation
throughout the year (750 to 1500 mm/yr). Most of the trees in temperate forests are
summergreen plants, and they shed their leaves during winters in order to survive
under cold and drought conditions.
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The major manifestations of temperate grasslands are the plains and prairies of
central North America, the pampas of Argentina and Uruguay, the Puszta of Hun-
gary, and the steppes of Russia. Precipitation and temperature are both varying
extremely strong over the course of the year. Seasonal droughts and occasional fires
prevent most woody shrubs and trees from invading and becoming established, and
this biome is characterized by having grasses as the dominant vegetation. Regions
with tall grasses are called prairies, and steppes are areas with rather short grasses.

Deserts cover about one fifth of the Earth’s land surface. Although most deserts,
such as the Sahara of North Africa and the deserts of the southwestern USA, Mex-
ico, and Australia, occur at low latitudes, so called cold deserts can be found in the
basin and range area of Utah and Nevada and in parts of western Asia. Deserts are
in regions where rainfall is less than 500 mm/yr, so only some few specialized plants
are able to survive under those drought conditions.

Savannahs dominate the continent of Africa, and they are also found in India and
in the northern part of South America, mostly located at the edges of tropical rain-
forests. The rainfall from 500 to 1300 mm/yr is concentrated in about six months of
the year, followed by a long period of drought. Wildfires which occur in those sea-
sons are very important in order to maintain savannahs. Although most parts of the
vegetation are consumed by fire, savannah plants retain some moisture in their deep
roots in order to survive the dry season. The seasonal fires and grazing of animals
maintain the typical savannah landscape: Deciduous trees, palms and shrubs that
are scattered across open grassland.

Tropical rainforests occur near the equator, and the largest remaining areas can be
found in Central and South America, West Africa, and Southeast Asia. With tem-
peratures between 20 and 25° C and rainfall of more than 2000 mm/yr, those regions
are the hottest and wettest places on earth. The tropical climatic conditions provide
rapid decomposition, a very high primary productivity, and a great diversity of plant
and animal species. Trees mostly have an evergreen seasonality, and the tallest of
them, the so called giant trees, may tower 60 m in height.
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Empirical orthogonal function
analysis

This chapter gives a brief summary of a widely used method for analyzing the spa-
tial and temporal variability of a data field. It is the method of empirical orthogonal
functions (EOFs), also known as principal component analysis (PCA). Two impor-
tant references for the EOF method are Preisendorfer [1988] and von Storch and
Navarra [1993]. Those books contain a wealth of information about the method,
ranging from practical examples and applications to detailed mathematical expla-
nations.

The EOF analysis is an excellent tool to reduce the amount of variables of a huge
data set without losing too much information about the variability of the field. This
can be done by removing the correlation of the original variables, which is redundant
information. Therefore, the data are separated into uncorrelated spatial patterns of
variability (EOFs) and their time variations (PCs). In addition, the EOF method
gives a measure of the relative importance of each spatial pattern for the total vari-
ation.

We assume that the data set to be analyzed consists of measurements of a variable
x at different locations ¢ (i = 1,...,p) taken at times t; (j = 1,...,n). Those data
are arranged in a matrix F' of size n by p, so that each of the p columns can be
interpreted as a time series of a given location. The time series are centered on their
averages, so that each column has zero mean. With this normalized matrix we form
the so called covariance matriz

R=F"F (B.1)

The covariance matrix R is symmetric, its diagonal elements are the sample variances
of the variables x;, and the other elements are the covariances among those variables.



96 B. Empirical orthogonal function analysis

Now we solve the eigenvalue problem
RC = AC (B.2)

where A is a diagonal matrix containing the eigenvalues \; of R. The column vec-
tors ¢; of C' are the eigenvectors of R corresponding to the eigenvalues A;. These
eigenvectors are the EOFs we were looking for. We define the first EOF (¢7) as the
vector associated with the biggest eigenvalue, the one associated with the second
biggest eigenvalue is ¢3, etc. Each eigenvalue )\; is a measure of the fraction of the
total variance in R explained by the corresponding mode. This fraction is found by
dividing A; by the trace of A. An important property of the eigenvector matrix C'
is that CTC = CCT = I, which means that the EOFs are uncorrelated over space
and therefore orthogonal to each other.

If we are interested in the temporal evolution of a specific EOF ¢;, we calculate the
corresponding principal component time series a; by projecting F' onto ¢;:

G = FG (B.3)

For each calculated EOF, we can find a corresponding PC. Just as the EOF's were
uncorrelated in space, the expansion coefficients are uncorrelated in time.

Finally, and most importantly, the original centered data set can exactly be recon-
structed from the EOFs and the principal component time series in the following
way:

F=>) a6 (B.4)

A common use of EOFs is to extract the fraction of data which only contain ele-
ments producing the largest correlations. Implicit assumption is that this provides
an indication of the dominant processes that characterize the appropriate data set.
Therefore the sum in equation B.4 is truncated at some i = N < p, and only the
EOFs of the largest N eigenvalues are considered.
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Cubic smoothing splines

In this section, the use of smoothing splines in the analysis of climate data is sum-
marized showing the behavior of spline fitting as a low-pass filter. Smoothing splines
are particularly suitable for interpolating irregularly spaced data, since the filtering
properties are only weakly dependent on the data density. We are mainly following
Enting [1987] and de Boor [1978].

A set of data consisting of values z; = 2(t;) for times ¢; and associated weights d;,
where 7 = 1 to N, is fitted by a function §(t), which is constructed on the basis of
a trade-off between minimizing both

N 2

S = Z (C.1)

tN d2 2
Q= / <dt2y (t) ) dt (C.2)

In any analysis procedure one seeks to extract a signal representing a particular
class of variations, and all other variation must be regarded as noise that should be
suppressed. This relation is expressed as

z(t) = y(t) + €(t) (C.3)

where the observed variation z(t) is the sum of a signal y(¢) and the noise €(t).
The aim in analyzing a data set in this way is to produce an estimate §(¢) of the
unknown signal y(¢). As mentioned above, smoothing splines are particularly suitable
for producing a continuous function ¢(¢) from a discrete data record z;, even if the
times ¢; are not uniformly spaced. The analyses of smoothing splines address the
minimization problem by introducing a scaling factor A, and minimizing the cost
function

O()) = S+ \Q (C.4)



98 C. Cubic smoothing splines

Within the set of functions with continuous first derivatives, the function that min-
imizes 6 is a piecewise cubic polynomial, with discontinuities in the third derivative
at each point ¢; and all lower derivatives continuous everywhere. Of course, actual
computational procedures for obtaining ¢(¢) exploit this knowledge of the form of
the solution and minimize 6 over the set of such cubic splines. The division be-
tween high and low frequencies depend on the purpose of the investigation, and it
determines the choice of .
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